
 

 

 

 

 

 

 

Barcelona GSE Working Paper Series  

Working Paper nº 990 

 

    Reading Between the Lines: Prediction of 
Political Violence Using Newspaper Text 

Hannes Mueller 
Christopher Rauh 

September 2017 



Reading Between the Lines: Prediction of Political Violence Using

Newspaper Text∗

Hannes Mueller Christopher Rauh

September 19, 2017

Abstract

This article provides a new methodology to predict armed conflict by using newspaper text.

Through machine learning, vast quantities of newspaper text are reduced to interpretable topics.

These topics are then used in panel regressions to predict the onset of conflict. We propose the

use of the within-country variation of these topics to predict the timing of conflict. This allows

us to avoid the tendency of predicting conflict only in countries where it occurred before. We

show that the within-country variation of topics is a good predictor of conflict and becomes

particularly useful when risk in previously peaceful countries arises. Two aspects seem to be

responsible for these features. Topics provide depth because they consist of changing, long lists

of terms which makes them able to capture the changing context of conflict. At the same time

topics provide width because they are summaries of the full text, including stabilizing factors.
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1 Introduction

The conflict literature has made significant progress in understanding which countries are more at

risk of suffering an armed conflict.1 However, many factors that have been identified as leading

to increased risk, like mountainous terrain or ethnic polarization, are time invariant or very slow-

moving, and therefore not useful in predicting the timing of conflict. Other factors, like GDP levels

or political institutions, still vary more between countries than within countries over time. This

means it is easier to predict whether a country is at risk in general rather than when a country is

particularly at risk. Yet, understanding the timing of conflict is critical for policy.

An additional problem of forecasting the timing of armed conflict is that it is rare and at the

same time relatively concentrated in some countries. This is problematic because it implies that

the variation between countries can dominate the analysis unless the between- and within-country

variation are separated explicitly. Empirical models that are overall quite accurate can therefore

be of little use on the time dimension. We show, using a simple panel regression model, that many

variables commonly used in the literature indeed face this problem. This means they predict conflict

where it occurred before, and therefore fail to predict conflicts in previously peaceful countries.

As a solution to this problem, we propose data generated from news sources. To this end,

we implement an automated method to quantify the content of news using the latent Dirichlet

allocation (LDA) model (Blei, Ng and Jordan 2003), which we apply to over 700,000 newspaper

articles from English-speaking newspapers. There are two advantages that topics have over existing

methods of analyzing text. First, topics provide depth because, by design, they put words into

context. The context can be useful for forecasting. Second, topics provide width because they

allow us to use the whole text, including stabilizing factors, when forecasting conflict. This means

we can let the data speak without losing interpretability of the results.

At the prediction stage, we rely on a simple panel regression model, which uses all generated

topics as explanatory variables. The result is a model able to forecast out-of-sample the onset of civil

war, armed conflict, and even movements of refugees a year before they occur. It relies entirely on

news text and can therefore provide forecasts without the need to extrapolate or wait for other data

sources. Furthermore, the procedure can be implemented with only minimal personal judgement

1See, for example, Goldstone et al. (2010), Fearon and Laitin (2003), Esteban, Mayoral and Ray (2012), Besley
and Persson (2011a). See Blattman and Miguel (2010) for a summary of the literature.
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and appears to generate consistent summaries of text, which could be used in other applications as

well.

Our empirical methodology proceeds in three steps. We first download newspaper articles and

collect words and series of words, referred to as tokens, in one vector for each article. Newspapers

have the advantage that they stretch several decades and report on events in all countries, which

means that even rare events are sufficiently common to be analyzed with quantitative methods.

We downloaded all articles on 185 countries from the New York Times, the Washington Post, and

the Economist for all available years since 1975. This gives us a basis of 700,000 newspaper articles

with a little less than one million unique word combinations, even after excluding stop words, rare

words, and stemming.

As a second step, we develop a topic model tailored for the purpose of summarizing the content

of news reports in a country and year. We use the LDA model to generate quantitative summaries

of the articles. In this way, the high dimensionality of token vectors (0.9 million) can be decreased

to as many topics as we choose. The main advantage of this methodology is that we do not need

to impose any judgement on which part of the text is important when predicting conflict - we can

let the data speak.

As the final step, we use the within-country variation, i.e. the emergence and disappearance of

topics on the country level, to predict conflict out-of-sample. For this step, we calculate the share of

words written on each topic in every country and year. We then use these topic shares in a country

fixed effects regression to predict the onset of conflict in the following year. We show that reporting

on specific topics increases before conflict, whereas reporting on other specific topics decreases. In

this way the timing of conflict can be forecasted more accurately than through variables previously

used by the literature. In addition, topics are meaningful and can therefore help us understand

predictors of (in)stability.

We show that forecasts relying on the overall variation, even if they were estimated with fixed

effects, introduce a bias against new onsets of conflict in previously peaceful countries. Methods

which rely on the overall variation will therefore tend to attribute low risk to countries which have

not experienced an onset in the past - even if the within-country variation would indicate high risk.

Since our topics provide a lot of useful within-country variation, they can provide early warning

for countries which did not experience a conflict onset in the sample used to train the model. This
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is an important difference to standard methods.

We use a stepwise selection method to explore why the estimated topics provide such strong

predictive power. First, topics rely on a long list of terms that co-occur. The algorithm that

generates topics learns, for example, that specific non-conflict words are associated with conflict

words. Topics with a conflict content can then add forecasting power beyond conflict indicators,

conflict events, and conflict keyword counts. Second, the model uses several negative associations

between topics and conflict. A lot of the forecasting power is maintained even if only these non-

conflict topics are used for the forecast. The fact that our forecast relies so heavily on negative

correlations means that (the absence of) stabilizing factors could be key to understanding the

timing of conflict, even in new outbreaks. We find, for example, that news which describe judicial

procedures systematically decrease before conflict occurrs.

We proceed as follows. We first discuss related literature in Section 2. In Section 3 we present

a way to evaluate the ability of a model to forecast the timing of conflict. Section 4 presents our

methodology of aggregating news text into topics. Section 5 presents the main results. Secton 6

demonstrates the close link between predicting the timing of conflict and predicting new, otherwise

unforeseen conflicts. In Section 7 we explore why the topic model provides such useful forecasts of

the timing. Section 8 concludes.

2 Related Literature

The academic literature has made large strides towards understanding the triggers of civil conflict.

A part of the literature has focused on establishing links to specific factors such as ethnic cleavages

(Reynal-Querol and Montalvo 2005, Esteban, Mayoral and Ray 2012, Caselli and Coleman 2013),

climate (Miguel, Satyanath and Sergenti 2004, Dell, Jones and Olken 2012, Buhaug et al. 2014) or

natural resources (Brückner and Ciccone 2010, Bazzi and Blattman 2014). This literature is more

concerned with causal identification and less with forecasting power. Another part of the literature

has looked at using a mix of political and economic indicators to explain conflict. Examples are

Fearon and Laitin (2003), Collier and Hoeffler (2004), Collier et al. (2009), Gleditsch and Ruggeri

(2010), or Besley and Persson (2011a). For a review of this literature see Blattman and Miguel

(2010).
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Naturally, the forecasting literature started with relying on structural factors in forecasting.2

An exhaustive review of this growing literature is beyond the scope of this paper. For an overview

see Schrodt, Yonamine and Bagozzi (2013), Ward et al. (2013), and Hegre et al. (2017). In what

follows, we will therefore focus on the use of country fixed effects and newspaper text in forecasting.

Country fixed effects are typically absent in the forecasting literature which explains why slow-

moving, structural variables typically play such an important role in forecasting. Rost, Schneider

and Kleibl (2009), for example, use cross-sectional logit regressions on economic and political vari-

ables as well as proxies for violations of human rights to predict conflict onset within a 5-year

window. They find substantial predictive power of their model within this time frame. Gold-

stone et al. (2010) provide predictions of political instability at the country level within a two-year

horizon. Their statistical method compares country-years before instability to country-years in

the same region that were not followed by onset. Their main finding is that the best predictors

of instability are slow-moving variables such as political institutions or infant mortality. Hegre

et al. (2013) forecast conflict for the period 2010-2050 using a combination of variables such as

population, infant mortality, and education.

News text has been used extensively to predict conflict. Brandt, Freeman and Schrodt (2011),

for example, use the Conflict and Mediation Event Observations (CAMEO) coding scheme in their

analysis of news sources when defining conflict events in the Levant. CAMEO uses dictionaries

of verbs and actors developed over a decade in several large research projects to identify events

and the involved parties in these events.3 Many modern applications such as the Global Data on

Events, Location and Tone (GDELT) or Integrated Conflict Early Warning System (ICEWS) rely

on such coding rules to automatically extract events from text in real-time. Most closely related

to our paper is Ward et al. (2013) who use a combination of event data based on ICEWS. Their

model has a striking degree of accuracy in predicting civil war incidence (occurrence) and performs

well out-of-sample. A simpler way to forecast conflict with text is proposed by Chadefaux (2014)

who relies on keyword counts of a list of predetermined words to construct an index of tension on a

weekly basis for the period 1902 to 2001. He uses the constructed tension data to predict onset of

conflict weeks before it occurs and shows that news data can contribute significantly to a standard

2However, Ward, Greenhill and Bakke (2010) demonstrate that focusing on statistically significant relationships
does not necessarily contribute to the prediction of conflict.

3For an introduction see Gerner et al. (2002) and Schrodt, Gerner and Yilmaz (2009).
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model. Most recently, Chiba and Gleditsch (2017) combine structural and event data to forecast

civil war on the monthly level in a logit framework without fixed effects. A lot of their forecasting

power comes from constant slow-moving variables such as ethnic fractionalization, GDP per capita,

or population. The within- and out-of-sample gains of adding conflict events is relatively modest.

This is an interesting contradiction to the findings in Ward et al. (2013) which might be explained

by use of country fixed effects in the latter.

We add to the forecasting literature in two ways. First, an important conceptual contribution

of this project is that we explicitly separate the within-country from the between-country variation

before forecasting. We do this by running linear fixed effects regressions and then relying on

the within model to forecast. To the best of our knowledge, no paper in the existing literature

has tried to separate within and between variation this way.4 Second, we use a topic model to

automatically summarize all news text in a few variables. Our forecasting model can therefore rely

on the complexity of the entire newspaper text written on each country and we demonstrate that

this has some benefits.

However, our approach comes at the cost of requiring the entire text of articles instead of relying

on search queries only. In addition, we try to forecast rare events which implies that we need news

sources that are consistently available for decades. We use three newspapers which leave us with

a little more than 700,000 articles and prevents us from trying to predict conflict at the quarterly

or even monthly level. We therefore see our approach as complementary to Ward et al. (2013) and

Chadefaux (2014). Ward et al. (2013) use event data constructed from more than 30 million news

stories while Chadefaux (2014) searches keywords in over 60 million pages of news text.

Quinn et al. (2010) use a topic model, in which documents are assigned only a single topic, to

categorize over 100,000 speeches in the US congress. They estimate their topic model of 42 topics

to show that topics can be used to analyze democratic agenda dynamics over a long time period.

Topics generated by LDA have also been used by Hansen, McMahon and Prat (2014) to quantify

discussions in the central bank committee of the Bank of England. We contribute to this literature

by applying the topic model to newspaper text which spans large cross-country panels.

4Chadefaux (2017b) differs from our approach but heads in a similar direction. He compares the forecasting power
of a model with just country fixed effects to an augmented model with asset prices and fixed effects.
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3 Forecasting the Timing of Conflict

In this section, we present a method to evaluate the ability of a model to forecast the timing of

conflict. We do this in three steps. First, we explain the basic problem of forecasting the timing in

a stylized example. Second, we present a method to circumvent this problem. Third, we use this

method to evaluate five empirical models of conflict taken from the literature.

3.1 The Problem of Forecasting the Timing of Conflict

It is a well-known fact in the conflict literature that rich countries with strong political institutions

are less likely to enter conflict than poor countries with weak institutions. A simple way to forecast

conflict would therefore be to attribute a higher risk of conflict to poor countries with weak institu-

tions. However, to make conclusions from such a model about how marginal changes in income or

institutions affect stability requires a leap of faith. The required leap of faith is that the variation

between countries, the between variation, is useful to forecast the variation within countries across

time, the within variation. But this is not always true.

As a stylized example take the standard democracy score from Polity IV (polity2), which is

meant to capture the level of democratization in a country. If one runs a regression of civil war

onset in year t+ 1 on polity2 in year t one gets a significant, negative relationship. Countries that

are more democratic tend to be less at risk of experiencing a conflict the following year. However, if

one uses this estimated relationship to look within countries one gets a falling likelihood of conflict

as conflict approaches. In other words, the overall model marks countries as relatively safe right

before they experience an outbreak of armed conflict.5

This example only serves as an illustration. The literature typically adds controls and uses

a non-monotonous relationship between civil war and democracy.6 But the problem could be

relevant in more sophisticated applications as well. For example, a commonly used fragility index,

the Fragility Index of the Fund for Peace, relies on many more factors but was still falling in Syria,

Libya and Egypt right before these countries experienced dramatic outbursts of violence in 2011.

A textbook solution to this problem is the use of country fixed effects but we will show in this

5The reason is that in simple regressions with one variable the democracy score and conflict have a negative
relationship between countries but a positive relationship within countries.

6See, for example, Fearon and Laitin (2003) and Goldstone et al. (2010). Political institutions used this way can
add useful forecasting power.
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section that when forecasting out-of-sample, the problem goes further. Even if a fixed effect model

is used, the within variation might not contribute to the forecast if the estimated fixed effects are

included. Relative to the magnitude of the fixed effect, the within variation is relatively subtle and

so the “signal” contained in it is not visible when forecasting out of sample. Accordingly, it might

happen to be impossible to predict new developments, i.e. onsets in previously peaceful countries

or stability in violent countries.7

3.2 Out-of-sample Evaluation of Forecasts

We now present a method to evaluate the ability of a model to forecast the onset of conflict.

Our starting point is the perspective a policymaker could have. On December 31st of year T the

policymaker is interested in where conflict might break out in the following year. This procedure

has two steps; first, the policymaker trains a model using all information available up until year T ;

second, once the training is completed, the policymaker uses the trained model and data in T to

produce forecasts for T + 1.

In the first step we distinguish between the overall model, which contains the entire model

including the estimated fixed effects, and the within model, which disregards the baseline risk

contained in the fixed effects. For example, to test whether the democracy index polity2it contains

useful within variation for a forecast we would run a regression of the form

yit+1 = α+ βi + polity2it · βFE + εit,

where yit+1 is conflict onset in t + 1 and βi are a full set of country dummies.8 The linear fixed

effects model allows us to separate the between variation contained in the βi from the useful time

variation contained in the within fitted values, polity2it · β̂FE .

In the second step, the two sets of fitted values in T are used to produce forecasts for T + 1.

The fitted values are converted into a binary forecast, i.e. negative for peace or positive for onset

of conflict, depending on whether the fitted value is above a cutoff c or not. These negatives and

positives can then be evaluated with the actual realizations of onset.

7We will demonstrate this in Section 6.
8The newest onset in the training sample is in t + 1 = T . This means that the newest information on polity2it

used in training is from T − 1.
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These two steps are repeated every year to get an impression of the ability of the model to

forecast conflict. In our main application we let T go from 1995 to 2013 and implement the above

steps for all years in between. This means we first predict the onset of conflict in 1996 with

information available in 1995. We then predict onset in 1997 with all information available in 1996

and so forth. In order to evaluate the forecasting power of our model we collect all out-of-sample

predictions and pool them for evaluation. This makes sure that the evaluation is conducted with

a common cutoff which could therefore also be used to forecast an unknown future, based on the

performance in the past.

The key trade-off that a policymaker faces when deciding on the right cutoff c is between

false negatives, outbreaks of conflict with a negative forecast, and false positives, positive forecasts

without onset. If a policymaker chooses a high cutoff there will be fewer positives and therefore

also less false positives. However, the forecast will miss more actual outbreaks of conflict, i.e. it

will generate more false negatives. If the policymaker instead chooses to warn in all countries then

she will be able to have no false negatives but a lot of false positives.

This trade-off can be shown in receiver operating characteristic (ROC) curves which visualize

the performance of the model for all possible cutoffs c. In the figures containing ROC curves (e.g.,

Figure 1), we report the true positive rate (TPR) on the y-axis. The true positive rate is given by

the formula

TPRc =
TPc

FNc + TPc

and is a measure of how many false negatives (FNc) are generated for a given level of true positives

(TPc). We want this measure to be as close to 1 as possible, which would indicate that all conflict

onsets have been spotted correctly without missing a single one, i.e. with FNc = 0.

The false positive rate (FPR) is reported on the x-axis of Figure 1. It is given by the formula

FPRc =
FPc

FPc + TNc

and is a measure of how many false positives (FPc) are generated for a given level of true negatives

(TNc). We want this to be as low as possible. Optimally, we would want no false warnings, i.e.

FPc = 0. The 45-degree line in ROC curves is the benchmark that would be reached by random
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forecasts. For each ROC curve we also report the area under the curve (AUC).

There are some problems associated with the linear fixed effects model and a broad academic

debate has brought pro- and counter-arguments for its adoption.9 We nonetheless choose the linear

model for several reasons. First, because we are forecasting, we are not interested in the precision

or even size of the estimated coefficients and due to our focus on ranking forecasts, we do not mind

that the fitted values from the model are not bound between 0 and 1. Instead, we can simply rely

on showing that our model is able to produce useful rankings when forecasting out-of-sample. This

deflates both of the main arguments against the use of a linear model.

The key in our application is, however, that within and between variation are additive in the

linear model so that we can use the within fitted values alone in forecasting. This is a crucial

difference to the fixed effect logit model, for example. The logit model estimates a set of fixed

effects but drops all time series which have no variation in yit+1, i.e. all countries which were

always or never in conflict. In addition, it is unclear how one would separate the within variation

contained in a logit model to use them separately in forecasting.10

3.3 An Evaluation of Standard Models

We now illustrate that isolating the within variation from the between variation (which together

form the overall model) can yield fundamental insights regarding how precisely a model predicts

the timing of conflict out-of-sample. We do this by applying the method described in the previous

section to five different models from recent publications in economics and political science shown to

explain conflict onset and in some cases even forecast it. We discuss the details of the five models

in the Appendix C.11

First, we use a model of rainfall shocks in Africa. Second, we use foreign aid shocks and income

shocks interacted with the country’s institutional environment. Third, we use a combination of

standard economic and political variables. Fourth, we use a mixture of Integrated Crisis Early

Warning System (ICEWS) event data and economic and political data. Fifth, we use a model of

conflict word counts based on our articles together with measures of conflict history and political

9For a summary see Beck (2015).
10In Appendix Section E.7 we discuss the logit model and show in Figure E.18 that topics maintain their superior

predictive power when using logit.
11The five models we recreate are published in Miguel and Satyanath (2011), Besley and Persson (2011b), Goldstone

et al. (2010), Ward et al. (2013) and Chadefaux (2014). Wherever available, we use the respective replication datasets.
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institutions. Finally, we add a model in which we regress conflict on country fixed effects only,

i.e. we do not even try to predict the timing of conflict but rely instead on the simple logic that

onset will occur where it occurred before. This model should, by definition, have no useful within

variation.

In all six models, we predict armed conflict and civil war onset as measured by battle-related

deaths from the Uppsala Conflict Data Program (UCDP/PRIO).12 This includes all battle-related

deaths which took place in armed conflict. The UCDP defines an armed conflict as a contested in-

compatibility that concerns government and/or territory over which the use of armed force between

two parties, of which at least one is the government of a state, has resulted in at least 25 battle-

related deaths in one calendar year. It also gives four types of conflict - we include battle-related

deaths that occurred during internal and internationalized internal armed conflict.13

As discussed in the previous section we evaluate the forecasting performance of the different

models using ROC curves. The blue ROC curves in Figure 1 show the performance of the respective

overall model which is what is typically reported in the forecasting literature. To illustrate, take

the forecast of civil war of the “Economics and Politics” overall model in panel (a). It reaches a

true positive rate of around 70 percent for a false positive rate of 20 percent when predicting civil

war. This means that the model correctly forecasts 70 percent of all civil war outbreaks while only

marking 20 percent of peaceful years as under conflict risk. The area under the curve (AUC) is

almost 0.8 which is comparable to the findings in the literature. When predicting armed conflict in

panel (b) the model does a little worse. The blue ROC curve stretches out more in panel (a) than

in panel (b) and the reported AUC is higher. Generally, forecasting civil wars in panel (a) seems

to be easier than forecasting armed conflict in panel (b).

We then test how much of this forecasting power is maintained when looking at the within

variation alone. The performance of this forecast is reported as a red dashed line in Figure 1.

Almost all models show a dramatic decline in forecasting power from the overall model to the

within model. This indicates that most overall models receive their forecasting power from the

between variation. Notable exceptions are the model based on political and economic variables,

12Coding of this data is based on Pettersson and Wallensteen (2015) and Gleditsch et al. (2002). See Sambanis
(2004) for a discussion of conflict data generally.

13All recent casualties in Afghanistan are, for example, coded as stemming from an internationalized internal
conflict. We ran extensive robustness checks regarding our definition. For a detailed discussion see the Appendix.
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Figure 1: ROC Curves for Onset (X-Axis: FPR, Y-Axis: TPR)
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specified in Section 3.3 and Appendix Table C.1. The within model is the overall model net of country fixed effects

as presented in equation (3).
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which always retains at least some forecasting power, and the model based on events which retains

almost all of its forecasting power when predicting armed conflict. The latter finding suggests that

using news text can provide a useful source of variation when predicting the timing of conflict.

Note also that the model with only country fixed effects performs as well as most other overall

models. This confirms that it is possible to gain fairly good forecasts by assuming that conflict

breaks out where it broke out before. Howver, in many applications this is not satisfactory and

leads to forecasting mistakes if peaceful countries destabilize or violent countries stabilize.

4 A Topic Model of Newspaper Text

This section discusses the news reports we rely on and how they can be summarized with the help

of a topic model. We also report on the content of the estimated topics.

4.1 News Text

The first choice we face is the selection of our news sources. Due to their availability over a long

time span and international coverage, we focus on three major newspapers published in English,

namely the Economist (available from 1975), the New York Times (NYT) (available from 1980),

and the Washington Post (WP) (available from 1977). From the database LexisNexis we down-

loaded all articles dating from January 1975 to December 2015 containing country names (or slight

permutations thereof) or capital names in the title.14 In total, we downloaded more than 700,000

articles, of which 174,450 are from the Economist, 363,275 from the NYT, and 185,523 from the

WP.

On average about 120 articles are written on a country in a given year. However, the extent

of coverage varies drastically so that we observe between 1 and more than 5,500 articles in a given

year. As a general idea, more populous, richer and more democratic countries are covered more.

In addition, coverage increases in and before conflict. On average, a conflict year is covered with

about 100 articles more, while a pre-conflict year is covered with almost 70 articles more than the

average year. However, our methodology accounts for changes in coverage by using topic shares, i.e.

14In the case of the Economist we also search in the leading paragraph as the title rarely contains a country or
capital name. Searching and downloading articles was conducted manually in accordance with LexisNexis terms and
conditions.
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we disregard how much is written on a country and focus instead on what is written on a country,

as it facilitates forecasting across countries.

Figure 2: Number of articles by news source over time
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In order to improve the performance of our machine learning algorithm, we process the raw

texts of articles of all three newspapers according to standard text mining procedures.15 First, we

remove a library of common words, which in text mining are referred to as stop words, such as

“to” or “that”. Second, we lemmatize and then stem words using the Snowball algorithm, which is

an updated version of the algorithm from Porter (1980).16 Lemmatizing groups distinct forms of

the same word into one word, while stemming attempts to harmonize different usages of one word,

such that, e.g. “running”, “ran”, and “run” all become “run”. However, unlike the example, the

outcome does not necessarily represent an English word. This leaves us with more than 5.5 million

unique tokens, which are not only single words, but also tokens of sequences of two words and three

words, referred to as bigrams and trigrams, respectively. Then as a final step, we remove overly

frequent and rare tokens, and are left with around 0.9 million tokens. This high dimensionality

makes it impossible to use the token vectors in standard regressions. Here is where the literature

has typically reduced dimensionality by focusing on particular words.

15An example of the following steps is presented in Appendix G.1.
16The Python package for lemmatizing is available at http://www.nltk.org/ and for stemming at http:

//snowball.tartarus.org.
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4.2 LDA Topic Models

In order to reduce the high dimensionality of our data set, we use the latent Dirichlet allocation

(LDA) to model topics, a method introduced by Blei, Ng and Jordan (2003). Topics are probability

distributions over words. The LDA model in text analysis assumes that each document is a mixture

of a small number of topics and that each word’s creation is attributable to one of the document’s

topics.

The exercise consists in splitting each article into topics k. One can imagine a journalist writing

about a topic will use a combination of words related to that topic. For instance, an article about

sports might be more likely to contain words such as “football”, “win”, “fans”, and “game”, whereas

an article about a conflict might be more likely to use words such as “violence”, “casualties”, and

“soldier”. Through Bayesian learning, the algorithm optimizes the weighted word lists, i.e. the

topics, in order to discriminate between articles. For instance, the word “game” might be more of

a sports-topic word and, therefore, indicates that an article is on sports. Ultimately, the mixed-

membership model represents each document as a set of shares of topics. One could imagine that

an article is classified as 70 percent sports and 30 percent conflict if a particularly violent soccer

match took place. While the number of topics K is pre-specified, the content of the topics is not.

The topics are identified by looking at which tokens co-occur in articles.

The LDA model requires just three parameter assumptions and can be implemented with a

Gibbs sampling technique which we adapt from Phan and Nguyen (2007). In Appendix D we

provide a technical discussion of the LDA and the Gibbs sampler. The parameters to choose are α,

β, and the number of topics K. High values of α imply that each article is likely to consist of a mix

of many topics. Analogously, a high value of β favours a topic to contain a mixture of most words,

whereas low values allow topics to consist of a limited number of prominent words. Concerning α

and β we follow the literature. Our preferred specifications, which we will be using for all of the

baseline results presented in Section 5, is composed of 15 topics and hyperparameters α = 3.33 and

β = 0.01.17

17We estimate models for 5, 50, and 70 topics for robustness checks discussed in Appendix E. The estimated topics
of course become more specific with the number of topics.
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4.3 Topic Estimation Results

In order to be able to use the estimated topics for out-of-sample forecasting we need to estimate the

model for each sample of text ending in year T . We start training our model on text until T = 1995

and apply it out-of-sample to predict onset in T+1 = 1996 so that the first topic model we estimate

uses all articles between 1975 and 1995. We estimate one topic model for each consecutive year

T ∈ {1995, 1996, ...2013}, where the last model uses all text from 1975 up to 2013 to predict the

last conflict available from UCDP in 2014.18

Remember that our K topics are probability distributions over 0.9 million terms. Typically,

around 90 percent of the probability mass in each topic is concentrated in the 10,000 most likely

terms and in Appendix G.1 we show that, while some common terms are shared, each of the topics

relies on a different part of the 0.9 million terms. When we look at the most common terms in each

topic it is fairly easy to come up with a title for a topic, i.e. in our application to news content

the K estimated topics seem natural and intuitive. For example, in all years topics appear which

we can classify as conflict, sports, tourism, politics and the economy. By relying on different, large

groups of terms, topics provide width for the forecasting exercise. At the same time, the topic

model ensures that we can analyze which topics are most useful for the forecast.

In Figure 3, we present four topics when T = 2013, i.e. all text from 1975 to 2013, as word

clouds of the top 50 terms of the topic. In these clouds, the size of each word is proportional to its

likelihood within the corresponding topic. Notice that words are stemmed/lemmatized versions so

that “armi”, for example, stands for “army” and “armies”. The two clouds in Figures 3a and 3b

suggest (potential) violence. Terms like “force” and “military” indicate as much. We therefore call

these conflict topics. Figure 3c seems to summarize processes in the judicial system, indicated by

words such as “court” and “case”. The topic in Figure 3d seems to describe economics. We refer

to topics like these as non-conflict topics.

It is important to keep in mind that the tokens shown in these word clouds are only the tip of

the iceberg. Topics are a probability distribution over thousands of tokens. The full list of terms

associated with the topics in Figure 3, for example, could capture factors that trigger or at least

anticipate conflict. In this sense topics have depth which could also be useful for forecasting.

18The restriction is actually the conflict data. We have text written until 2015 and used it to predict 2016/2017.
Published working paper versions contain these forecasts.
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Figure 3: Word Clouds of Topics

(a) Conflict 1 (b) Conflict 2

(c) Justice (d) Economics

Notes: These are the top 50 words of four out of 15 topics computed using LDA with α = 3.33 and β = 0.01 for the

entire sample until 2013. The size of a term represents its probability within a given topic. The position conveys no

information. A list of the 15 topics is exhibited in Appendix Table I.1.

The algorithm uses this depth by learning in each sample which terms are associated with each

other and therefore form a topic. As we move through time, new aspects will be associated with,

for example, conflict2 through the co-occurrence that the Gibbs sampler uses to build the topic.

In Table 1 we show the change in the top 50 terms for the conflict2 topic between 1995 and 2015.19

In column (1) we show the tokens which appear in the top 50 list in both years. These are mostly

generic conflict tokens like “force”, “attack”, “army”, “war”, “soldier” or “guerrilla”. In columns

(2) and (3) we show the tokens that only appear in the years 1995 and 2015, respectively. In the

year 1995 the terms “unit nation”, “serb”, “libanes” and “gulf” were associated with conflict. In

the year 2015 these terms are replaced by terms like “terrorist”, “insurg”, “shiit” and “sunni”.

From this change it becomes clear how the conflict2 topic has adapted to the new international

19It is important to stress here that the preservation of the identity of topics is not important for the forecasting
exercise as topics enter the regressions anonymously, i.e. as topics 1, 2, 3, ... 14. The name conflict2 is simply a name
we give to two similar probability distributions that appear both in 1995 and 2015.
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context and surge in asymmetric armed conflicts.20 This is an advantage of using a machine learning

algorithm to summarize text. Topics allow the specific vocabulary of some countries and events to

be put into a broader context.

Table 1: Word list of topic conflict2 - 1995 vs 2015

Both years Only 1995 Only 2015

forc unit bomb
militari serb american
attack nation group
armi unit nation islam
kill lebanes secur

troop defens peopl
soldier mile polic
offici gulf citi
war weapon wound

report aircraft shiit
fight missil taliban

command ship milit
govern plane insurg
rebel use leader

guerrilla christian men
civilian tank terrorist

arm town violenc
border western northern
area peac capit
oper say sunni
offic
base
air

near
southern
fighter
muslim
today

control
week

Note: Table shows the 50 most likely words

in the conflict2 topic in 1995 and 2015.

Words are ordered by prominence within topic.

20Kalyvas and Balcells (2010) stress how important the international context is for explaining the character and
strategies used in armed conflict.
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After estimating the topic model, we possess data on the composition of each article m in terms

of the K topics, ηm. We aggregate the shares in each article to receive a topic distribution in a

country-year, while taking into account the prior probability distribution of topics in the Dirichlet

distribution. Call Mit the group of articles written in country i and year t. The k × 1 vector of

topic shares in country i in year t is then

θit = (
∑

m∈Mit

ηmNm + α)/
(∑

m∈Mit

Nm +Kα
)

(1)

where
∑

m∈Mit
Nm is simply the total number of articles. Note that α enters here as the strength

of the prior. If only few words are written in a country-year then the deviation from this prior will

be relatively weak. In order to use our estimates when forecasting out-of-sample, we estimate a full

panel of topic shares θit for each sample ending in year T ∈ {1995, 1996, ...2013} separately.

Our use of topic shares alleviates some of the critizism in the literature regarding the use of

news as a source of data.21 Indeed, as in most other studies of conflict, our left-hand-side variable

is based on events which are partly reported by news agencies. However, our predictors rely on

content rather than the quantity of reporting. We show in the next section that changes in content

can predict changes in reported violence out-of-sample. Moreover, in order to illustrate that we

are not merely picking up news biases, we also show that we can predict refugee movements, which

are collected and reported by local agents directly to the United Nations High Commissioner for

Refugees (UNHCR).

21See, for example, Woolley (2000) and Weidmann (2016).
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5 Predicting Conflict with Newspaper Topics

In this section, we combine the forecast evaluation from Section 3.2 with the topic model from

section 4.3. In each year T between 1995 and 2013 we use the text written up until year T to

predict conflict in T + 1. We then draw ROC curves to evaluate our forecasts.

In each step, we first estimate a topic model which uses the text written between year 1975 and

year T . From the topic model we obtain the vector of 15 topic shares θit in country i at time t,

which we calculate as in equation (1). We then use these shares to train our model with conflicts

that happened before T + 1 to predict outbreaks in T + 1.

Formally, we use the trained parameters α̂, β̂i and β̂topics to calculate two sets of fitted values

for year T + 1. The overall fitted values

ŷoveralliT+1 = α̂+ β̂i + θiT β̂
topics (2)

and the within fitted values

ŷwithiniT+1 = α̂+ θiT β̂
topics. (3)

Using a set of varying cutoffs c and our estimates for ŷwithiniT+1 and ŷoveralliT+1 , we then calculate the

TPRc and FPRc for each cutoff c, which we present in standard ROC curves as explained in

Section 3.2.

5.1 Main Results

Our main results are shown in the two graphs in Figure 4, which show ROC curves for the onset

of civil war (left) and armed conflict (right). The blue solid lines show the forecasting performance

using the fitted values from the overall news model ŷoverallit while the red dashed lines provide the

ROC curve of the within model ŷwithinit .

Figure 4 shows that news topics fare well at predicting onset of both civil war and armed

conflict. When predicting civil war onset, the news model generates a TPR of about 80 percent

for a FPR of 20 percent. Furthermore, the predictive power of the within model is very close to

the predictive power of the overall model. This is quite a striking finding given the difficulty of

forecasting the timing of such rare events. When predicting the onset of armed conflict the model
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Figure 4: ROC Curves for Onset (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

performs worse. Again, the within variation seems to be an important driver of the ability to

forecast conflict. The AUC only drops from 0.87 and 0.77 in the overall model and to 0.82 and 0.73

in the within model for civil war and armed conflict, respectively. This is an important difference

to the other models evaluated in Section 3.3, which suffer a drop of around 20 percentage points of

the AUC, as summarized in Appendix Table I.2.

Appendix Figure I.1 draws all ROC curves in one single figure. Given that not all variables are

available for the same time intervals, in Appendix Figures I.2 and I.3 we contrast the predictions

of our topic model with other models only using overlapping predictions, i.e. country-years for

which we have predictions for both models. This confirms the impression that similar AUCs of the

overall model are consistent with significant differences in performance when predicting the timing

of conflict.

Before we turn towards robustness checks, we illustrate the quality of our forecasts. We first

show separation plots which order all observations according to the predicted values from the model

and then compare them to the actual realizations of onset. Figure 5 reports four separation plots,

one for each of our models. A good forecasting model has a stronger association of onsets (the gray
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vertical lines) with high fitted values (black curves), i.e. we want the gray lines to bunch towards

the right. Both in the within and the overall model there are relatively few observations to the left

of the figure.

Figure 5: Separation Plots for Onset (Topics Model)

a) Civil war (overall) b) Armed conflict (overall)

c) Civil war (within) d) Armed conflict (within)

Onset Prediction

Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3). For a description of the plots see the text.

The problem in predicting rare events is that, even a low false positive rate can mean that

many more false positives are generated than true positives. A way to look at this is precision,

which relates the number of true positives to the number of false positives. In Figure 6 we report

standard precision/recall curves for our forecasts of onset. Generally, the precision of the within

model when forecasting onset is around 10 percent. This would imply that for every ten onsets

that are forecasted one turns out to be true. In the overall model, the ratio is at times twice as

high but, as argued before, this is often due to the fact that repeated onsets are forecasted with

the fixed effect.

We run several robustness checks regarding these basic results. Details and corresponding

Figures are all reported in Appendix E. First, in Figure E.1 we show that prediction results when

using topics for conflict incidence, unsurprisingly, perform even better than for the prediction of
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Figure 6: Precision Recall Curves (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

onset.

Second, we use more and less topics.22 As shown in Figure E.2, with five topics the forecasting

power drops only slightly. With 50 and 70 topics the AUC falls a bit more (see Figures E.3 and

E.4). This could be explained by a closer fit of topics to specific situations, which then do not

generalize out-of-sample.

Third, we combine topics with additional information. We show that, building on other existing

models, the topic shares add forecasting power. This indicates that it is not simply reporting on

basic economic and political facts that helps us forecast. We also test a model in which we augment

our topics with standard variables from the literature. There seem to be few benefits from this

(see Figure E.5). This result is reassuring for policy applications which need to rely on news data

alone because of the delay in release of the standard data. Moreover, we add an indicator for

contemporaneous armed conflict incidence to the onset model of civil war to see whether news

topics add forecasting power (see Figure E.6). Indeed, topics add forecasting power beyond an

22We adjust α using the ratio α = 50/K.
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already very high benchmark in this model. This also confirms that news topics capture more than

the risk of escalating violence. In Appendix Figure E.7 we also show that the model reaches a

precision of 25 percent at a true positive rate of 50 percent.

Fourth, we look at a large number of different definitions of conflict finding similar results (see

Figures E.8- E.10). We also use our topic model to predict refugee movements using data on refugees

from the UNHCR. We predict the onset of a large number of refugees using two different cutoffs,

30,000 and 130,000 refugees, which makes these movements about as common as armed conflict

and civil war, respectively. Again, as can be seen in Figure E.11, the within variation has a lot of

predictive power, in this case as much or more than the overall model. This exercise underlines

the usefulness of news text in providing early warning for events which are not themselves derived

by news. We also analyze how well our model performs when forecasting conflict two years before

onset. The within model performs only slightly worse (see Figure E.12). Interestingly, the overall

model performs very similarly which confirms the idea that the between variation dominates the

overall model. If a forecast is time invariant, it does not matter whether conflict breaks out one or

two years later.

Fifth, we break results down by region (Figure E.13) or year (Figures E.14 and E.15) and find

that topics consistently perform well, i.e. the predictive power of topics is not restricted to any

particular geographical region or time period.

Sixth, we contrast our forecasting model with the events used in Ward et al. (2013) and conflict

keyword counts used in Chadefaux (2014) but now without adding the additional, more standard,

variables used in the original articles. If conflict keyword counts would forecast as well as the

topics there would be no reason to go through the more demanding topic estimation. We find that

the within variation from the keyword count variables are now useful for predicting the timing

of civil war onset (Figures E.16 and E.17). This indicates that the common practice of mixing

standard variables with news variables when adding country fixed effects might actually prevent

news variables from providing more useful forecasts of the timing of onset. This is typically not

visible because only the overall variation is used. We also find that topics still add forecasting

power beyond keyword counts and news events. In Section 7 we return to discuss why this might

be the case.

Seventh, in order to bridge the gap to the existing machine learning and forecasting literature
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we also use a neural-networks technique to forecast conflict with topics. The method is described

in more detail in the Appendix and results are in Figure E.19. The upshot is that there seem to

be only moderate gains from using a neural network for the task at hand which is in line with the

findings by Goldstone et al. (2010) who find little improvement when switching to neural networks

from simpler regression models.

The main takeaway from all these tests is that the timing of conflict can be predicted using

automated summaries of news reports. The topic model produces a relatively high true positive

rate for relatively low rates of false positives. Our methodology further demonstrates that the

within-country variation of the topic model has almost the same predictive power as the overall

model. We show in the next section that this is key when one tries to predict in previously peaceful

countries.

6 Why Predicting the Timing is Important

The literature has been criticized for failing to provide early warning when new instabilities emerge.

Margolis (2012), for example, laments that “Policymakers paying attention to the recent history of

popular current stability indices, for example, could not have anticipated that instability would sweep

across the Middle East.” [Margolis 2012, p. 14]. This has led to some soul-searching in the literature

and, most recently, to claims that forecasting new civil wars might have reached a limit.23

Certainly, there are good reasons to believe that there is a natural boundary to the precision that

can be reached in forecasting. However, our results suggest that two methodological shortcomings

might contribute to the fact that new fragilities are more surprising than they need to be. The

first is that standard methods without fixed effects will identify a lot of the risks from the between

variation. We have argued in Section 3.1 that this can lead to mistakes.

Second, even when fixed effects are used, it can be of interest to drop them for forecasting

because the use of the overall variation leads to a focus on cases which had previous onsets in the

training sample. In Appendix F we explain this effect theoretically and also provide Monte Carlo

simulations to show that there is indeed a bias in the overall model against cases without previous

onsets.

23See Chadefaux (2017a) and Cederman and Weidmann (2017) who argue that violent conflict might occur exactly
because it follows rule-breaking ways which are impossible to predict.
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To illustrate this in the actual data, we calculate the AUC from the within and overall topic

model but focus on new conflict onsets, i.e. the first onset in our sample. The results are reported

in Table 2. In the full sample, the overall model provides a better forecast than the within model.

However, when looking at cases of onsets in previously peaceful countries the within model gives a

much better forecast than the overall model.

Table 2: AUC of topics model in previously peaceful countries vs full sample

Sample Civil War Onsets Armed Conflict Onsets

overall within dif. overall within dif.
Full 0.87 0.82 0.05 0.77 0.73 0.04
Previously peaceful 0.76 0.83 -0.07 0.61 0.70 -0.08

Note: The topic model contains a set of 14 topic shares as estimated in 2013. The AUC is the
surface under the ROC curve. A value of 1 implies that forecasts of the model are perfect. A
value of 0.5 implies that forecasts are as good as random.

Table 2 demonstrates that the overall model induces a bias against new conflicts, whereas the

AUC of the within model is relatively robust to the switch of sample. This is because the within

model does not use any information on previous onsets to make the forecast. Instead, it relies

entirely on the usefulness of the within variation to make risk evaluations. Of course, the fixed

effect can contain information about risk but from the perspective of Table 2, it seems to be a good

idea to develop models with more useful within variation. Optimally, one would want a model which

is able to forecast the huge differences between countries entirely through the within variation in

these countries.

The bias against new conflicts in the overall model is also clearly visible in the list of top-risk

countries produced by the within and overall models.24 For example, when T = 2010 the within

model predicts the onset of civil war in 2011 to be most likely in four countries without previous

onsets and in Yemen which had been relatively peaceful for over a decade. However, the overall

model predicts civil war onsets in Chad, Sri Lanka, Uganda, Colombia and the Philippines - all

of which had had several onsets in their recent past. Accordingly, high-profile onsets in 2011, like

those of Libya and Syria, are ranked as much more likely by the within model than by the overall

model. This is the key problem when relying on the overall model - it leads to a heavy focus on

24Examples are in Appendix Table H.1.
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countries with previous, recent onsets.

Hence, some of the current frustration in forecasting conflict could stem from a methodological

bias against spotting new conflicts in the existing literature. At the heart of this bias is the reliance

on between variation when forecasting which makes models blind to new developments.

7 Reading Between the Lines

We now explore why topics provide such useful forecasting power on the time dimension.25 To do

this we first let a simple machine learning algorithm choose variables to predict conflict within-

sample. We use the least absolute shrinkage and selection operator (LASSO) with country fixed

effects to choose variables from a pool of over 30 variables, including our 15 topic shares.26 We

base our analysis on the topic model estimated in 2013 as this is the last year of text we can use for

estimation. The other variables in the pool are all previously used variables based on Chadefaux

(2014), Ward et al. (2013), and Goldstone et al. (2010). This includes a host of standard political

and economic variables, word counts based on our text, and two event counts from ICEWS. To this

we add the incidence of armed conflict when explaining the onset of civil war a year later. In order

to get a more and less restrictive set of variables, we vary the parameter that captures the weight

given to choosing few variables. We pick three levels to show how the chosen model evolves with

increasing selectivity.27

Table 3 shows the six models selected by the LASSO. Columns (1) to (3) show variables selected

when predicting the onset of civil war and Columns (4) to (6) when predicting the onset the onset

of armed conflict. We report the share of the topic variables in these models in bold at the top of

the table. The LASSO always chooses at least 50 percent of all variables from amongst the topics

and this share is higher in the more selective models.

The first message from Table 3 is that conflict topics are chosen by the LASSO despite the fact

25In order to “harmonize” topics across samples we choose a baseline year (2013) relative to which we define all
topics. We count the words that coincide across two topics within the top 50 keywords weighted by their prominence.
Finally, we assign the same name to the most similar topic (e.g. conflict1 ) if it has at least 3 coinciding words amongst
the top 50 keywords. The similarity between topics was confirmed through eyeballing which revealed high consistency.

26The LASSO minimizes the usual sum of squared errors but augments the mean squared error objective function
with an additional penalty term that is a weighted sum of the absolute value of the regression coefficients. The
resulting minimization leads to a small set of the most important predictors. Our analysis uses the lassoShooting
algorithm provided on Christian Hansen’s webpage as replication file for Belloni et al. (2011).

27The relevant parameter to do this is λ and we pick 100, 150, and 200.
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that conflict keyword counts based on the same text, conflict events and armed conflict incidence are

available. This must be because the conflict topics rely on tokens which add useful variation beyond

the core conflict keywords, conflict events, and even lower-level conflict. This is not implausible

as we know that the Gibbs sampler forms large word lists around key conflict words. This depth

seems to help in the forecast.

The second message is that the large majority of coefficients on topic shares within-sample are

negative. This suggests that stabilizing factors, captured by non-conflict topics, play a key role

when explaining the timing of conflict. In order to evaluate the contribution of these stabilizers

we run an additional robustness check in which we exclude all conflict topics (up to 3) in all years

and try to forecast only with the remaining non-conflict topics.28 The result of this attempt are in

Figure 7. Strikingly, both armed conflict and civil war can still be forecasted fairly well without

relying directly on the conflict topics. The within model retains almost all of its forecasting ability

when predicting armed conflict (AUC of 0.72 when excluding the conflict topics compared to an

AUC of 0.73) and suffers only a little more when predicting civil war (AUC of 0.79 compared to an

AUC of 0.82). We conclude from this that non-conflict topics are important precursors of conflict.

The forecasting power is much lower when using only the conflict topics.29

28We re-normalize the non-conflict topic shares so they add up to one. Results here are robust to not doing this.
29See Appendix Figure E.20 in which we present results from the analog exercise using only conflict topics.
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Table 3: Lasso model

Selectivity level mildly regular very mildly regular very

civil war onset next year armed conflict onset next year
(1) (2) (3) (4) (5) (6)

Topic shares
conflict1 0.0366 0.0564 0.306** 0.259** 0.275***

(0.0685) (0.0599) (0.121) (0.103) (0.0999)
conflict2 0.256** 0.300*** 0.281*** 0.304**

(0.104) (0.103) (0.0961) (0.117)
justice -0.158** -0.115* -0.117** -0.256*** -0.215*** -0.206***

(0.0664) (0.0617) (0.0541) (0.0826) (0.0712) (0.0705)
international relations2 -0.236** -0.130 -0.0554

(0.102) (0.0992) (0.0909)
civic life2 -0.0869* -0.00783 -0.0247 -0.0196 -0.0679

(0.0518) (0.0370) (0.0298) (0.0671) (0.0520)
asia -0.180** -0.151** -0.142**

(0.0803) (0.0734) (0.0650)
sports -0.0490

(0.0365)
politics -0.141***

(0.0472)
business -0.136**

(0.0549)
economics -0.0256

(0.0891)
Other variables

25+ battle death 0.0699*** 0.0713*** 0.0749***
(0.0163) (0.0164) (0.0165)

democracy score 4.81e-05
(0.000198)

partial autocracy 0.0244 0.0270*
(0.0151) (0.0145)

partial dem. with factionalism -0.00845 -0.00163 -0.00888
(0.0124) (0.0104) (0.00981)

partial dem. w/o factionalism 0.0154
(0.0105)

full democracy 0.0174* 0.00183 0.00442
(0.0102) (0.0165) (0.0118)

4+ neighbouring conflicts 0.0247
(0.0396)

child mortality rate -3.86e-05
(0.000212)

ln (child mortality rate) 0.00707 0.00376
(0.00531) (0.00852)

% pop. discriminated 0.111* 0.108*
(0.0604) (0.0616)

% pop. excluded from power -0.0488
(0.0442)

Country fixed effects yes yes yes yes yes yes
Observations 4,561 4,644 4,931 3,991 4,226 4,226
R-squared 0.039 0.034 0.030 0.012 0.008 0.006
Number of countries 140 141 143 138 139 139
% topics in model 56% 71% 80% 50% 57% 67%

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. The table displays the selected variables
using LASSO with parameter λ equal to 100 (columns 1 & 4), 150 (columns 2 & 5), 200 (columns 3 & 6) from 15 topics and
30 variables from other models. Topics are from the year 2013. The most prominent words of each topic in 2013 are displayed
in Table I.1. Summary statistics of all variables are displayed in Table C.1.
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Figure 7: ROC Curves for Onset (Only Non-Conflict Topics)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains the 12 non-conflict

topics as θit derived using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. We

excluded the 3 conflict topics and re-normalized so that the 12 remaining topics sum to 1. The within model is the

overall model net of country fixed effects as presented in equation (3).

One example of the forecasting power inherent in non-conflict topics is the justice topic. Its

topic share is the only variable that is picked in all models in Table 3. In Figure 8 we show the

dynamics of the topic before the onset and after the end of conflict.30 Writing on the justice topic

decreases significantly one year prior to conflict and increases after conflict has ended. Importantly,

this holds controlling for reporting on all other topics, i.e. it is not driven by a crowding out of the

justice topic by the conflict topics.31

This relationship is correlational rather than causal. Nonetheless, the fact that newspaper

reports on law enforcement and justice disappear before and after conflict is in line with research

on the role of checks and balances for preventing conflict (e.g., Besley and Persson 2011b, Blattman,

Hartman and Blair 2014) and the role of post-conflict justice (e.g., Meernik 2005, Olsen, Payne and

30To generate the figure we regress the justice topic share on dummies for the number of years before the onset of
conflict and the number of years after conflict has ended. In this regression we control for country fixed effects and
the remaining topic shares. The coefficients on the dummies then capture how much more (or less) reporting there is
on justice is in the years around conflict relative to other years in peace and controlling for country-specific reporting
and reporting on other topics.

31In addition, we show in Appendix Figure I.4 that shifts in topic shares of justice are not driven by shifts in which
all journalists suddenly report much less on justice. This is in line with Nimark and Pitschner (2016) who show that
small news stories are picked up by only some news sources while larger events unify reporting across sources.
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Figure 8: The Justice Topic Before and After the Outbreak of Conflict
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Notes: The coefficients and confidence intervals are obtained by regressing the justice topic share on the remaining

topic shares, and dummies for the number of years before the onset of conflict and the number of years after conflict

has ended. In this panel regression with country fixed effects, conflict years have been set to missing.

Reiter 2010) in ensuring stability. The latter literature is relevant as news stories on the justice

topic increase significantly after conflict and reach particularly high levels in countries where peace

is stable. However, the significant decrease before conflict is what lends the model its forecasting

power.

8 Conclusions

In this paper, we present a new method of predicting conflict through news topics which are gener-

ated automatically from a topic model. Topic models have the ability to diminish the dimensionality

of text from counts of close to one million expressions to, for example, 15 topics. These topics can

then be used in simple linear regression models to predict the onset of conflict. We have used ROC

curves to show that, aggregated this way, news text becomes a useful predictor. When predicting

onset one year ahead, a method based entirely on topics is able to forecast the timing of conflict

better than the main models used in the literature.

Three factors make topics particularly appealing for forecasting. First, the results can be easily

interpreted because topics provide meaningful summaries of text. Second, the algorithm which
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generates topics is able to learn from the changing association of terms. We have shown, for

example, that new terms like “terrorist” or “insurgent” serve as key indicators of conflict risk in

recent years, whereas they did not in 1995. Third, the topic model uses negative associations

between topics and conflict risk in the prediction. In fact, large parts of the forecast seems to

come from topics not directly related to conflict. The relationship between less reports on judicial

procedures and law enforcement and higher conflict risk is particularly strong.

Our findings highlight that models need to be tested for whether their within variation is mean-

ingful. If not, policymakers might rely on meaningless changes of risk across time. Furthermore,

we have shown that relying on the overall variation of models, even if they contain useful within

variation, can lead to a bias against onsets in previously peaceful countries. Ultimately, researchers

and policymakers therefore face a trade-off between a better prediction overall and a model that is

more useful in spotting new instabilities.

In addition, an implementation of the model presented here for policy purposes shares problems

with other forecasts. First, forecasts do not provide a causal analysis of the underlying factors

leading to high risk but only produce a warning of that risk. Additional analysis of the specific

circumstances is needed to identify ways to address the conflict risk. Second, precision remains

a problem despite the fact that our method improves upon what exists. Policymakers need to

understand that, even in the best model, for five warnings made, four will be false warnings.

Topic models could provide a useful alley for research in political events more generally. We

believe that it is possible to learn about the factors that influence these events from what we call the

depth and width of topics. Technical extensions or refinements could include using more recently

developed topic modelling techniques, such as dynamic topic models (Blei and Lafferty 2006) or a

structural topic model (Roberts et al. 2013).
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Appendix

A Machine Learning and Forecasting: An Overview

In Table A.1 we provide a brief literature summary of the forecasting literature since 2000. In

this review we focus on articles that try to predict the time dimension of conflict. To provide a

38



better impression of the part of the literature using machine learning techinques we categorise the

literature along these lines. A recent article using machine learning, Muchlinski et al. (2016) uses a

random forest to select variables for its forecasting model. This paper reports relatively high AUC

but uses fixed characteristics like mountainous terrain to produce the forecast so that the same set

of variables cannot be used in our setting.

Table A.1: Related literature

No machine learning King and Zeng (2001); Rost, Schneider and Kleibl (2009); Goldstone et al.
(2010); Ward, Greenhill and Bakke (2010); Weidmann and Ward (2010);
Goldsmith et al. (2013); Ward et al. (2013); Chadefaux (2014); Kennedy
(2015); Chiba and Gleditsch (2017); Chadefaux (2017b); Schneider, Hadar
and Bosler (2017); Witmer et al. (2017)

Machine learning Brandt, Freeman and Schrodt (2011); Ward et al. (2012); Bell et al.
(2013); Brandt, Freeman and Schrodt (2014); Muchlinski et al. (2016);
Colaresi and Mahmood (2017)

While we use machine learning, our work relates most closely to work that does not. The reason

is that we use machine learning techniques to summarize the text but then use these summaries

in a way which is more akin to the standard structural part of the literature. We do this for

three reasons. First, we want to compare our results to the existing work which uses large country

panels. Second, because we want to show that text summaries in topics can, in fact, contribute

to our understanding of which factors increase conflict risk. This is easier to illustrate in classic

regression frameworks despite their known weaknesses in forecasting. The third reason is that the

regression framework allows us to analyze which part of the variation (between or within) does the

forecasting. This illustration is less straightforward when using machine learning techniques.

B Evaluation Method

In this appendix we discuss the evaluation method we use throughout the article. In the first step

a model is trained by estimating all conflict onsets in t ∈ {1976, 1977, 1978, ..., T} with the data

available until year T .32 Formally, we assume that the policymaker uses a regression of conflict

32In practice this means that the newest independent variables used are from T − 1 because the idea is to train a
model which is able to forecast T with T − 1.
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onset in t+ 1 on a set of variables from year xit and fixed effects to train the model, i.e.

yit+1 = α+ βi + xitβ
FE + εit, (4)

where α is a constant and βi is a set of country fixed effects. Note that because only information

until T can be used in this step, the most recent conflict that is used in the training of the model

occurred in year T . To illustrate, assume that a policymaker wants to forecast conflict in 2016. She

would then use conflict outbreaks that happened until 2015 to train her model.

Once the training is completed the policymaker then uses the trained model to produce fitted

values for T + 1. In this step, the respective estimates for α̂, β̂i, and β̂FE are used together with

the variable values in year T , xiT , to produce the fitted values in T + 1. We call the fitted values

that use the entire model the overall model. Formally, the fitted values here are given by

ŷoveralliT+1 = α̂+ β̂i + xiT β̂
FE .

We will show that the variation contained in the estimated fixed effects β̂i often dominates the

model xiT β̂
FE in terms of magnitude. For this purpose we also isolate the within variation in what

we call the within model. Formally, the fitted values here are given by

ŷwithiniT+1 = α̂+ xiT β̂
FE .

In the second step, these two sets of fitted values are used to produce forecasts. In this step,

the fitted values are converted into a binary forecast (i.e. we predict peace or the onset of conflict)

depending on whether the fitted value is above a cutoff c or not. For values below the cutoff no

onset, a negative, is forecasted. For fitted values above this cutoff onset, a positive, is forecasted.

These zeros and ones can then be evaluated with the actual realizations of onset.

These two steps are repeated in several years to get a good impression of the overall ability of

the model to forecast conflict. In our main application, for example, we let T go from 1995 to 2013

and implement the above steps for all years in between. This means we first predict conflict in 1996

with information available in 1995. We then predict conflict in 1997 with all information available

in 1996 and so forth.
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The ROC curves we report evaluate all these predictions together. For this we pool all the fitted

values from each iteration with the sample until T and compare them to the respective realization

for T + 1.

C Discussion of Existing Models

We use five models to forecast conflict. The first model uses two variables provided in the replication

dataset for Miguel and Satyanath (2011), contemporaneous rainfall growth and lagged rainfall

growth for about 40 African countries.

The second model uses six variables from the replication dataset from Besley and Persson

(2011b). Their model combines proxies for external economic shocks (membership of the security

council as a measure for an aid shock and natural disasters) together with a dummy for the post-

cold war period and a measure of political constraints in the country. We use their measure of

good institutions which is based on executive constraints from Polity IV and generate interaction

variables between this variable, the post-cold war variable and the security council membership.

We also include the interaction between the good institutions dummy and natural disasters. In all

of this we follow the replication do files provided with the data.

The third model we use is from Goldstone et al. (2010). We follow their generation of the

political institutions dummies closely. These measures are based on various dimensions of the

Polity IV data. We also add the newest data on child mortality from the World Bank and the share

of population which is discriminated from the Geographical Research On War, Unified Platform

(GROWup) Girardin et al. (2015). This is a slight deviation from the original model in Goldstone

et al. (2010). However, the discrimination variable is extremely robust within-sample so that we

doubt that this lowers the ability of this model to forecast. Finally, we add a dummy for armed

conflict in more than four neighboring countries.

The final two models are based on news. The fourth model counts the keywords defined by

Chadefaux (2014) in our 700,000 articles. These are the following: tension(s), crisis, conflict,

antagonism, clash, contention, discord, dissent, disunion, disunity, feud, division, fight, hostility,

rupture, strife, attack, combat, shell, struggle, fighting, confrontation, impasse. To the keyword

count, the word count and their interaction, the model adds the number of years since the last
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conflict, the number of years squared and cubed.

The fifth model is based on Ward et al. (2013) and includes events and a range of political and in-

stitutional indicators. We use the ICEWS database, which was assembled using the Raytheon/BBN

Serif/ACCENT coder.33 From this event data, we construct the number of high-intensity conflict

events (for example, protests, fighting, killings) and low-intensity conflict events (for example, de-

mands or threats) taking place between the government and opposition groups.34 In addition, we

add autocracy and democracy scores, the share of population excluded and the share squared, log

child mortality, a dummy for armed conflict in more than four neighboring countries, and the share

of population discriminated against. For the event data and the keyword counts, we test a model

including only these variables, i.e. excluding institutional variables. For events we use counts of

high intensity events of dissidents, ethnic groups, opposition, or any domestic group versus the

government, as in Ward et al. (2012). For keywords and events we find that focusing on news data

improves the predictive power of the within variation.

We merge these different data with data on battle-related deaths from UCDP/PRIO. In the

construction of our internal war variable we tried to err on the inclusive side, i.e. within reasonable

boundaries of doubt we want to code a year as a conflict year if some violence took place. We want

to be inclusive because we want to consider as much ongoing violence as possible. We therefore

count battle-related deaths in internal and internationalised internal conflicts. The latter includes,

for example, casualties caused by international terrorism and violence in Afghanistan. We use

the best estimates for battle-related deaths and define armed conflict as a year with at least 25

battle-related deaths and a year of civil war as a year with at least 1000 battle-related deaths. In

addition, we code a year as being in conflict if the mean between the low and the high estimate

crossed these thresholds. We have run robustness checks in which we both expand and restrict this

definition - results always stay similar.

In order to improve comparability across models we only include countries with more than

1 million inhabitants, which causes us to drop only about 0.2 percent of the world population.

Summary statistics for all variables in our sample are in Table C.1.

33Prior to 2012, ICEWS used the Kansas-based TABARI coder (and a Lockheed-produced derivative called
JABARI).

34We also tested a model using dummies for whether there were high or low intensity events and find very similar
results.
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D Formal Discussion of LDA and the Gibbs Sampler

The LDA generates a stream of observable words, wm,n, partitioned into documents, which are

vectors of words, wm, i.e. the order of words does not matter.35 The model assumes that for

each of these documents, a vector of topic proportions, ηm, is drawn from a Dirichlet distribution

Dir(α). From this, topic-specific words are emitted. That is, for each word, a topic indicator zm,n

is sampled according to the document-specific mixture proportion, and then the corresponding

topic-specific term distribution, ϕzm,n , is used to draw a word. The topics ϕk are sampled from a

Dirichlet distribution Dir(β) once for the entire corpus. The key in estimating this model is that

only the wm are actually observed. Everything else needs to be backed out. Typically, the elements

of the vectors α and β are assumed to be the same for all documents and topics, respectively. The

LDA model can therefore be described by three parameters α, β and the number of topics K.

For statistical inference we use a Gibbs sampling technique, which is a Markov chain Monte

Carlo method. At the very heart of the algorithm is the likelihood that a word i in a document m

is attributed to topic k in a step of the chain. Denote the term of word i as t and assume the total

number of terms is V . The likelihood of attributing i to k is then

p (zi = k | z−i, w) ∝
n

(t)
k,−i + β

V∑
t=1

n
(t)
k,−i + β

·
n

(k)
m,−i + α[

K∑
k=1

n
(k)
m + α

]
− 1

where n
(t)
k,−i is the frequency by which word i was attributed to the same topic generally and n

(k)
m,−i

is the frequency by which all other words in the same document m are attributed to the topic. The

equation above highlights the role played by co-occurrence. The algorithm forms topics around

terms t that appear together in many documents. The probability
(
n

(k)
m,−i + α

)([∑K
k=1 n

(k)
m + α

]
− 1
)−1

ensures that if a lot of terms in a text are attributed to the same topic then it is more likely that

token i in the same text will also be attributed to the same topic. High values of α imply that each

article is likely to consist of a mix of many topics. Analogously, a high value of β favours a topic

to contain a mixture of most words, whereas low values allow topics to consist of a limited number

of prominent words.

35The following description is based on Heinrich (2009).
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We let the chain run for 1000 iterations.36

E Robustness of Main Findings

In this section we discuss the robustness of our main findings.

E.1 Conflict Incidence

In principle, both the prediction of onset and incidence should be of interest. Predicting onset is a

lot more demanding as we have to estimate the parameters of the model from a reduced sample of

years. Incidence is of interest as it produces an overall measure of start, continuation and end of

conflict. However, since most conflicts contain a large number of consecutive conflict years, findings

here are driven to a large degree by conflict continuation and not onset or end of conflict.

Our topic model performs extremely well when predicting conflict incidence, as can be seen

in Figure E.1. The overall model can predict 90 percent of both civil wars and armed conflicts

correctly at a FPR of only 20 percent. At a false positive rate of 50 percent the true positive

rate is close to 1. A large share of this forecasting power comes from the within variation. When

predicting civil wars the within variation reaches a TPR rate of 80 percent for a FPR of 20 percent.

For armed conflict the within variation of the news model performs less well but still generates a

TPR of above 60 percent for a FPR of 20 percent. The better performance of the incidence models

is driven, to a large degree, by the fact that conflict follows conflict. Nonetheless, we believe that

the fact that topics can pick this up is useful.

E.2 More or Less Topics

One important question is whether the forecasting performance is sensitive to the number of topics

we have chosen. Note that for each topic model we estimate, we need to estimate the model for

multiple final years T . As a consequence the estimation of a topic model with 15 topics takes about

ten days. For more topics the time increases considerably. While we have mostly stuck to standard

36The C++ Gibbs Sampler we use is provided by Phan and Nguyen (2007). We use the default values for burn-in
and thinning. For a detailed and user-friendly description of the usage of LDA for topic modelling, we refer to
Heinrich (2009).
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Figure E.1: ROC Curves for Incidence (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

assumptions, our experiments with different values for α and β did not reveal any systematic effect

on predictions. The number of topics, however, does affect performance.

Figures E.2, E.3, and Figure E.4 show the performance with 5, 50, and 70 topics, respectively.

When we move to less topics the performance only suffers slightly, whereas the drop in predictive

power is more pronounced with substantially more topics due to overfitting.

E.3 Combining Topics With Other Information

An important question is whether our news model can add to an existing standard model. This

is the approach typically taken by the political science literature, which augments existing models

with news data. As it is the natural benchmark for our analysis, we use a model which includes

four political regime dummies from polity IV, infant mortality, the share of the population that is

discriminated against, and a dummy that captures whether more than three neighboring countries

had an armed conflict. To this we add the 15 topics. In Figure E.5 we show that, building on this

model (based on Goldstone et al. 2010) the topic shares add forecasting power. For civil war the

AUC of the overall model increases from 0.79 to 0.84 and from 0.77 to 0.78 for armed conflict due
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Figure E.2: ROC Curves for Onset (Five Topics)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains five topics as θit

derived using LDA with α = 10 and β = 0.01 and are aggregated at the country-year level. The within model is the

overall model net of country fixed effects as presented in equation (3).

to the inclusion of our topics. The greatest gains are for the within model, with an increase of AUC

from 0.64 to 0.78 and 0.61 to 0.69, respectively. However, note that the augmented model performs

worse than the topic model alone across all dimensions, except for the AUC of the overall model

for armed conflict, which stays the same.

Given that civil war often follows weaker forms of violence, we address the question whether

topics are capable of improving upon a prediction that uses armed conflict to predict civil war

onset. In panel (a) of Figure E.6 we present ROC curves for a prediction model including country

fixed effects and an armed conflict dummy. Therefore, the model basically is meant to predict

conflict escalation. We see that both the overall and the within model have strong predictive

power. However, in panel (b) we see that when we add our topics, the AUC increases, in particular

for the within model. Therefore, topics do not merely provide information about lower levels of

violence, but add substantial information to the prediction of civil war (such as the disappearance

of “peaceful” topics emphasized in Section 7).

In Figure E.7 we report the precision, i.e. the fraction of onset warnings that actually turn out

to be onsets, for the within model using the armed conflict dummy versus combining the armed
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Figure E.3: ROC Curves for Onset (50 Topics)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 50 topics as θit derived

using LDA with α = 1 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

conflict dummy with our topics. We see that the within model using the armed conflict dummy

achieves a precision of about 10 percent, while combined with our topics the precision doubles for

most true positive rates.
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Figure E.4: ROC Curves for Onset (70 Topics)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 70 topics as θit derived

using LDA with α = 0.67 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

Figure E.5: ROC Curves for Onset (Economic and Political Model Plus Topics)

0
.2

.4
.6

.8
1

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0 .2 .4 .6 .8 1
False Positive Rate

AUC: Overall Model .84, Within Model .78

a) Civil War

0
.2

.4
.6

.8
1

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0 .2 .4 .6 .8 1
False Positive Rate

AUC: Overall Model .78, Within Model .69

b) Armed Conflict

Overall Model Within Model

Notes: The Economic and Political is based on Goldstone et al. (2010) and includes four political regime dummies

from polity IV, infant mortality, the share of the population that is discriminated against, and a dummy that captures

whether more than three neighboring countries had an armed conflict to which we add topics based on 15 topics

computed using LDA with α = 3.33 and β = 0.01. The within model is the overall model net of country fixed effects

as presented in equation (3).
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Figure E.6: ROC Curves for Onset of Civil War (Topics Model Combined with Armed Conflict
Dummy)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

Figure E.7: Precision Recall Curves Using Only Within Model (Topics Model Combined with
Armed Conflict Dummy)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. Both lines are from the within

model, which is the overall model net of country fixed effects as presented in equation (3).
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E.4 Other Conflict Definitions and Other Outcomes

We have also experimented with the type of conflict we predict. To do this we have changed our

conflict definition to include all types of conflict (including external wars). Results remain as can

be seen in Figure E.8. We have also used only battle-related deaths occurring in internal wars and

have used only the best estimate of those. Our within results are getting slightly stronger under this

more restrictive definition of internal conflict. In addition, we have experimented with a different

dataset on political violence used by Besley and Persson (2011b). Here, violence includes purges

from the dataset of Banks (2005) and data on armed conflict from the Armed Conflict Database.

Our model is able to forecast both incidence and onset of political violence in this data (panel

(a) in Figure E.9). In particular, the within and overall model perform similarly. However, the

predictive power when forecasting onset is reduced considerably. This likely reflects the fact that

only relatively few onsets occur in the shorter period of time (1996-2005). We also follow Mueller

(2016) and define conflict as an armed conflict that exceeded an intensity of 0.08 battle-related

deaths per 1000 inhabitants. The idea here is that the importance of the event at the country level

should follow a per-capita logic. A conflict with 25 casualties in India, for example, might not be as

newsworthy for national news agencies as if the same event would take place in Venezuela. Again

our topic model exhibits high predictive power using the within and overall variation as can be seen

in panel (b) of Figure E.9.

In Figure E.10 we use the upper bound estimated for battle deaths by PRIO to define armed

conflict and civil war. Compared to using the “best” estimate provided by PRIO as in Figure 4,

there are no notable changes to the AUC. This finding provides further evidence that our method-

ology is not sensitive to conflict definitions or any specific type of conflict.

Moreover, we test our predictive power concerning refugees, an outcome closely related to

violence and reported by the UNHCR. We use this data to construct the total number of refugees

who have left their country of origin. In light of the discussion of news biases this data has the

advantage that it is collected using registers, surveys, registration processes and censuses.

The number of refugees is almost uniformly distributed from 1 to several million, which makes

the choice of the right cutoff difficult. We, therefore, take an agnostic approach and define two

cutoffs so that we get ten percent and five percent of country-years with a number of refugees above
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Figure E.8: ROC Curves for Onset Including International Conflicts (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

the threshold. This gives us cutoffs of 30,000 and 130,000 refugees. The resulting dummy variables

have frequencies comparable to armed conflict and civil war.

We then use our topic model to test whether we can predict whether a large number of refugees

will leave the country in the next year. In panel (a) of Figure E.11, we show that the onset of more

than 130,000 refugees can be predicted somewhat with our model. In panel (b) we predict the onset

of 30,000 refugees and results are very similar. What is striking here is that the overall and within

models perform very similarly, with the within model sometimes exceeding the relatively weak

predictive power of the overall model. This is important as refugee numbers are often reported by

local aid agencies and not by news agencies. News are therefore able to forecast events not mainly

collected by news sources (as most of the violence is).

We also use our model to forecast conflict onset one or two years before it happens. The results,

displayed in Figure E.12 are qualitatively similar to our main results. However, an interesting

change is that while the overall model performs almost as before, the within model performs

slightly worse. This underlines the difference in the logic between these two models. Predicting the

onset of conflict is harder two years before it occurs if one wants to predict the timing of it.
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Figure E.9: ROC Curves for Onset of Repression and Conflict in Per Capita Terms (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

E.5 Robustness Across Space and Time

One remaining question is whether topics are capable of predicting conflict consistently across pace

and time or whether the predictions are a very local phenomenon. In Figure E.13 we present

evidence that topics are consistently capable of predicting conflict across regions. Here we present

the results when comparing ranked predictions within Africa and Asia, and see that the model

maintains predictive power across regions. Breaking the ROC down by further subregions does not

affect this finding.

In Figure E.14 we exhibit the performance of the model for every single year. The predictive

power does not seem to exhibit a time trend or any particularly weak prolonged interval, i.e. the

model seems to be valid across time. This finding is strengthened by Figure E.15, for which we

rank predictions within each year before generating the aggregate ROC curves. Again, we see that

the AUC is high for the overall and within model for both civil war and armed conflict.
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Figure E.10: ROC Curves for Onset With High PRIO Estimates (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

E.6 Comparison to Counts and Events

As explained in the text it is interesting to look at word counts and events without the additional

standard variables and compare them to topics. As most standard variables do not provide useful

within variation this is the much better comparison. There are two views here. If topics only

provide noise through their depth and width then simple keywords and conflict events should be

more useful for forecasting. If there is actual information contained in depth and width then topics

should help.

In Figure E.16 we first show ROC curves for civil wars and in Figure E.17 we show armed

conflicts. To make the comparison easier we always report the ROC curves for the event and

keyword count models as blue lines and the ROC curve of the topic model as red dashed lines.

We always show the overall performance in panel (a) and the within performance in panel (b).

From this it is clear that events and keywords are better predictors without the standard variables

included in the original model and that topics are still able to forecast the timing better.
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Figure E.11: ROC Curves for Refugee Flows
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

E.7 Robustness Using Logit Without Country Fixed Effects

In Figure E.18 we present the results of a logit model without country fixed effects; a model which

has been popular in the literature due to its prediction bound between 0-1, which therefore is

interpretable as a probability. In each panel we compare the results for a model from the literature

to the performance of the topic model only for years and countries in which we have predictions of

both models. We add the keyword count model excluding the variables concerning how many years

have passed since the last conflict, as well as the event model with events only (see Appendix C for

more information on the included variables). Both of these news-based models rely on additional

information in the cross-section, which captures the between variation well, as indicated by the

performance drop when removing these variables and the good performance of the model using

only the variables capturing years since conflict.

This exercise highlights that the predictive capacity of the information captured by our topic

shares is not limited to using a linear probability model with country fixed effects, i.e. topics can

predict conflict whether using a logit or a fixed effect framework. Again topics outperform all other

models. However, we emphasize that using a logit model comes at the cost of not being able to
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Figure E.12: ROC Curves for Onset Two Years Before Conflict (Topics Model)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

separate the between from the within variation. Using a conditional logit model, which is similar

to incorporating country fixed effects, is also not a remedy. In order to predict using a conditional

logit model, one needs to make arbitrary assumptions about the “fixed effect” of a country that

either never or always has been experiencing conflict. These arbitrary assumptions will determine

whether countries without conflict will ever be considered at risk.

By comparing the ROC curves in E.18 to those produced with a linear probability model with

country fixed effects, which are exhibited in Figures I.2 and I.3, we can tell that the logit model

seems to produce a slightly higher AUC. The highest AUC our topic provides for civil war is

0.92, compared to 0.87 produced using the linear probability model. For armed conflict, the AUC

combining topics with the variables capturing years since last conflict achieve an AUC of 0.84,

which is higher than the 0.77 achieved with topics in the linear probability model. However, it

is now again unclear whether the forecast relies on useful within variation or simply exploits the

between variation.
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Figure E.13: ROC Curves for Onset by Region (X-Axis: FPR, Y-Axis: TPR)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived using

LDA with α = 3.33 and β = 0.01, which are aggregated at the country-year level. The within model is the overall model net

of country fixed effects as presented in equation (3).
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Figure E.14: ROC Curves for Onset by Year (X-Axis: FPR, Y-Axis: TPR)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived using

LDA with α = 3.33 and β = 0.01, which are aggregated at the country-year level. The within model is the overall model net

of country fixed effects as presented in equation (3).
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Figure E.15: ROC Curves for Onset Ranked Within Year (Topics Model)

0
.2

.4
.6

.8
1

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0 .2 .4 .6 .8 1
False Positive Rate

AUC: Overall Model .87, Within Model .83

a) Civil War

0
.2

.4
.6

.8
1

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0 .2 .4 .6 .8 1
False Positive Rate

AUC: Overall Model .77, Within Model .73

b) Armed Conflict

Overall Model Within Model

Notes: Predictions result from a panel estimated as in equation (2). The topic model contains 15 topics as θit derived

using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. The within model is the overall

model net of country fixed effects as presented in equation (3).

E.8 Using Neural Networks With Topics to Predict Onset

In order to bridge the gap to the existing machine learning and forecasting literature we also use a

neural networks technique to forecast conflict with topics. We split the sample with all information

until year T into 70% trainings and 30% validation and trained the neural network with 10 hidden

layers. As the following step we predict conflict onset in T + 1 out-of-sample to generate the ROC

curves in Figure E.19. The red dashed line reports a ROC curve of using our topics within a neural

network setting. The gains over our within model in Figure 4 are modest. These moderate gains

are in line with findings by Goldstone et al. (2010) who find little improvement when switching to

neural networks from simpler regression models. In addition, there is no obvious way to investigate

whether the forecast uses the within or the between variation to do the forecast. The blue line adds

country dummies and here the forecast for armed conflicts becomes much worse. We think this is

because of an “overfitting” to the data due to the large number of dummies.
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Figure E.16: ROC Curves for Onset of Civil War Comparing Only for Overlapping Predictions of
News Models (X-Axis: FPR, Y-Axis: TPR)
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Notes: Predictions result from a panel estimated as in equation (2). The variables included for each model as xit are

specified in Section 3.3 and Appendix Table C.1. The within model is the overall model net of country fixed effects.

Here we only include predictions for country-years where we have predictions for both the comparison and the topic

model.
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Figure E.17: ROC Curves for Onset of Armed Conflict Comparing Only for Overlapping Predictions
of News Models (X-Axis: FPR, Y-Axis: TPR)
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Notes: Predictions result from a panel estimated as in equation (2). The variables included for each model as xit are

specified in Section 3.3 and Appendix Table C.1. The within model is the overall model net of country fixed effects.

Here we only include predictions for country-years where we have predictions for both the comparison and the topic

model.
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Figure E.18: ROC Curves for Onset Comparing Only Overlapping Predictions Using Logit (X-Axis:
FPR, Y-Axis: TPR)
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Notes: For a description of included variables for each model, we refer to Section 3.3 and E.7 or Appendix Table C.1.

In contrast to all other estimations presented in the paper, here we use logit instead of a linear probability model.

Here we only include predictions for country-years where we have predictions for both the comparison and the topic

model.
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Figure E.19: ROC Curves for Onset (Neural Networks)
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Notes: Predictions result from a neural network with a sample-split of 70% trainings and 30% validation sample

and 10 hidden layers. The topics contain 15 topics as θit derived using LDA with α = 3.33 and β = 0.01 and are

aggregated at the country-year level. The country fixed effects models contain a dummy for each country.

E.9 Using Only Conflict Topics to Predict Conflict

In order to evaluate the contribution of conflict topics we run an additional robustness check in

which we include only conflict topics (up to 3) in all years.37 The result of this attempt are in

Figure E.20. The predictive power for both armed conflict and civil war is now lower indicating

that stabilizing topics play an important role.

37We re-normalize the conflict topic shares so they add up to one. Results here are robust to not doing this.
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Figure E.20: ROC Curves for Onset (Only Conflict Topics)
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Notes: Predictions result from a panel estimated as in equation (2). The topic model contains the three conflict

topics as θit derived using LDA with α = 3.33 and β = 0.01 and are aggregated at the country-year level. We only

include the three conflict topics and renormalized so that the three topic shares sum to 1. The within model is the

overall model net of country fixed effects as presented in equation (3).
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F Bias in the Overall Model Against New Onsets

In this section we show that there can be a bias against new conflicts when using country fixed

effects in a forecasting model. We show this first theoretically and then report on a simulation.

Assume that our entire topic model could be captured by a simple dummy xit ∈ {0, 1} which

we call “conflict news”. High conflict news (xit = 1) are followed by conflict onset with a (small)

probability of η ∈ (0, 1). This is in addition to a baseline probability of conflict onset ε. Imagine

that each country has its own individual probability of generating conflict news pi ∈ [0, 1]. Given

the relationship between conflict and conflict news this implies a country-specific propensity for

conflict onset of ε+ pi ∗ η.

Assume a situation in which we have T years within sample and are trying to forecast the year

T + 1. In the fixed effects regression

yit+1 = α+ βi + xitβ
FE + εit (5)

the estimated βFE will capture the relationship between news and onset a year later within the

sample. This relationship is stochastic because η is a probability. In other words, there will be

many years in which there are conflict news which are not followed by conflict. Depending on the

realisations of news and conflict this stochastic relationship generates different biases in the overall

sample compared to the within sample.

Imagine two countries, one with a very low probability of generating conflict news and one

with a higher probability of generating conflict news. Assume further that both countries did not

experience conflict up until T . However, due to constant reporting on conflict in the country with

a lot of news (and higher risk) the estimated fixed effect β̂i will be lower, i.e. more negative, than

in the low risk country. The more news are generated without a conflict onset, the lower will be

the estimated fixed effect.

In the overall model this has the effect of biasing the playing field against the risky country.

Conditional on a conflict-free history we have that

E
[
ŷoveralliT+1 | xiT

]
low risk

> E
[
ŷoveralliT+1 | xiT

]
high risk

.
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However, in the within model we have

E
[
ŷwithiniT+1 | xiT

]
low risk

= E
[
ŷwithiniT+1 | xiT

]
high risk

.

This matters because our evaluation of the forecast relies on the relative ranking between countries

in a given year. In the overall model the high-risk country will be ranked lower than the low-risk

country for the same true risk. Naturally, the reverse is true for histories with conflict realisations.

The overall fitted value will attribute a higher risk in these cases.

How important is this problem in practice? In order to get an idea of the size of the problem we

have run 100 iterations of the above model with random realisations of conflict. In each iteration

we pick values of pi and η to match the likelihood of a conflict onset at the country level i in the

actual data. We first assume a value for η and then calculate

pi = ȳi/η

for each country.38 For every year we then draw a news shock and if xit = 1 we use the likelihood

η to generate random onsets in the next year. In addition to this we add some completely random

conflict onsets with a small probability of ε.39

We then implement our forecasting methodology on the 100 different simulated samples and cal-

culate for each sample the average ranking in country-years followed by conflict which are generated

by the two models ŷoverallit+1 and ŷwithinit+1 .

Finally, we separate onsets which take place in country-years without previous onsets and those

that followed other onsets. The results of this exercise are striking. The overall model almost

completely fails to spot first onsets. The average ranking of first onsets in the model is around 100

out of 146 compared to under 70 in the within model. This changes for repeated onsets where the

overall model becomes relatively better and produces an average rank of 34 compared to 39 in the

within model.

Note, that here we assumed that the true model is one where there is useful within-country

38As far as we can tell the values assumed for η do not change our results. In any case, we want to use a low
probability to generate a lot of noise in the model. We report results for η = 0.1.

39For simplicity we treat every conflict onset as an onset even if it is right after an onset in the previous year. Since
conflict in the simulated data is iid this is not a problem.
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variation, i.e. that xit = 1 is a useful predictor. This is what makes the within model powerful.

G Conflict and Non-Conflict Topics

In the robustness section we have shown that even when we exclude conflict topics in our forecasting

exercise, our model maintains a good share of its forecasting ability. In this section we demonstrate

that the separation of conflict and non-conflict topics means that conflict topics will capture all

potential information directly linked to fighting events. We are therefore left with variation which is

unlikely to be linked to fighting. We will do this in two steps. First, we illustrate how topics help to

summarize text through probability distributions across tokens. The nature of those tokens differs

dramatically across topics so that different parts of the text are captured by conflict topics and

non-conflict topics. Second, we show that, consistent with this, the share of non-conflict topics falls

before conflict onset and falls further (with one exception which we discuss) once conflict starts.

G.1 How Topics Deal with Text

First, we turn towards how the topic model categorizes text into different topics. Take the example

of a randomly chosen piece of text published in the NYT on March 29th 1991 on Libya presented in

Figure G.1a. After throwing out stop-words and lemmatizing, the piece of text looks as displayed

in Figure G.1b.40 These words (and their two- and three-word combinations) are fed into the Gibbs

sampler to generate the topics.

We then use the topics, i.e. the probability distributions over tokens, to identify what topic a

text is written on. We now illustrate this step by displaying the probability distribution of two

topics in the text. We start with our “tourism” topic which is negatively correlated with conflict.

The darker a token in Figure G.1c, the more likely it is to be drawn when the journalist writes about

tourism. The most likely tourism tokens in the text are “new”, “american” and “year” which are

rather generic tokens that are likely in many topics. It is therefore no wonder that our classification

method attributed only 4 percent of the text to tourism (i.e. less than if it were random).

However, the picture changes dramatically when we overlay the probability distribution of one

40We additionally try to remove names of people, identified by a library of names and the usage of titles, such as
“Mr” or “Mrs”. We use the Natural Language Toolkit dictionary of names for males “names.words(‘male.txt’)” and
females “names.words(‘female.txt’)”.
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Figure G.1: Transforming Raw Text Into Topics

(a) Raw text

The exiled Prince Idris of Libya has said he will take control of a
dissident Libyan paramilitary force that was originally trained by
American intelligence advisers, and he has promised to order it into
combat against Col. Muammar el-Qaddafi, the Libyan leader. The
United States’ two-year e↵ort to destabilize Colonel Qaddafi ended
in failure in December, when a Libyan-supplied guerrilla force came
to power in Chad, where the original 600 commandos were based.
The new Chad Government asked the United States to fly the
Libyan dissidents out of the country, beginning a journey that has
taken them to Nigeria, Zaire and finally Kenya. So far, no country
has agreed to take them permanently. The 400 remaining
commandos, who have been disarmed, were originally members of
the Libyan Army captured by Chad in border fighting in 1988.
They volunteered for the force as a way of escaping P.O.W. camps.
”Having received pledges of allegiance from leaders of the force,
Prince Idris has stepped in to assume responsibility for the troops’
welfare,” said a statement released in Rome by the royalist Libyan
government in exile. It was overthrown in 1969.

(b) Without stop words and lemmatized

the exil princ idri of libya has said he will take control of a dissid
libyan paramilitari forc that was origin train by american intellig
advis and he has promis to order it into combat against col
muammar el qaddafi the libyan leader the unit state two year e↵ort
to destabil colonel qaddafi end in failur in december when a libyan
suppli guerrilla forc came to power in chad where the origin 600
commando were base the new chad govern ask the unit state to fli
the libyan dissid out of the countri begin a journey that has taken
them to nigeria zair and final kenya so far no countri has agre to
take them perman the 400 remain commando who have been
disarm were origin member of the libyan armi captur by chad in
border fight in 1988 they volunt for the forc as a way of escap camp
have receiv pledg of allegi from leader of the forc princ idri has step
in to assum respons for the troop welfar said a statement releas in
rome by the royalist libyan govern in exil it was overthrown in 1969

(c) Tourism topic intensity (4%)

the exil princ idri of libya has said he will take control of a dissid
libyan paramilitari forc that was origin train by american intellig
advis and he has promis to order it into combat against col
muammar el qaddafi the libyan leader the unit state two year e↵ort
to destabil colonel qaddafi end in failur in december when a libyan
suppli guerrilla forc came to power in chad where the origin 600
commando were base the new chad govern ask the unit state to fli
the libyan dissid out of the countri begin a journey that has taken
them to nigeria zair and final kenya so far no countri has agre to
take them perman the 400 remain commando who have been
disarm were origin member of the libyan armi captur by chad in
border fight in 1988 they volunt for the forc as a way of escap camp
have receiv pledg of allegi from leader of the forc princ idri has step
in to assum respons for the troop welfar said a statement releas in
rome by the royalist libyan govern in exil it was overthrown in 1969

(d) Conflict topic intensity (27%)

the exil princ idri of libya has said he will take control of a dissid
libyan paramilitari forc that was origin train by american intellig
advis and he has promis to order it into combat against col
muammar el qaddafi the libyan leader the unit state two year e↵ort
to destabil colonel qaddafi end in failur in december when a libyan
suppli guerrilla forc came to power in chad where the origin 600
commando were base the new chad govern ask the unit state to fli
the libyan dissid out of the countri begin a journey that has taken
them to nigeria zair and final kenya so far no countri has agre to
take them perman the 400 remain commando who have been
disarm were origin member of the libyan armi captur by chad in
border fight in 1988 they volunt for the forc as a way of escap camp
have receiv pledg of allegi from leader of the forc princ idri has step
in to assum respons for the troop welfar said a statement releas in
rome by the royalist libyan govern in exil it was overthrown in 1969

Notes: The text in panel (a) was published in the NYT on March 29th 1991. Panel (b) shows the text after

removing stop words and lemmatizing. Panel c) shows darker shades for tourism words and panel d) for conflict

words.
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of the conflict topics in the Figure G.1d. Now tokens like “forc”, “armi”, “troop” or “combat”

become darker. In general, many more tokens are displayed in darker shade now. This means that

the text is much more likely to be generated by a journalist writing on conflict. Not surprisingly,

the text has a higher share conflict (27 percent) .

This is a general feature of the topic model we estimate. Conflict topics are identified by a

different set of tokens than non-conflict topics. This means that topics use very long lists of terms

with particular weights but the lists differ significantly across topics. For an illustration we plot

the use of terms in two different topics in Figure G.2. The figure shows the cumulative probability

distribution of a conflict topic with respect to the 10,000 most likely phrases in the topic as a red

line. The conflict topic needs more than 2,000 top terms to reach 80 percent of its probability

mass and has not reached 90 percent at the 10,000th term. Other topics consist of different lists

of terms. To make this clear, we plot the cumulative distribution of the justice topic (as a green

dashed line) over the same terms. As the distribution of probabilities in this topic differs markedly

the cumulative distribution of the justice topic does not even reach 40 percent of its probability

mass in the 10,000 terms most likely in the conflict topic, i.e. the justice topic is composed by a

different set of terms among the 800k terms we use.

Figure G.2: Cumulative Overlap Between Tokens in Conflict and Justice Topic
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Notes: This figure displays the number of tokens (x-axis) ordered by probability (from high to low) within the conflict

topic. The y-axis displays the cumulative density of the conflict topic (red solid line) and the justice topic (green

dashed line) covered.
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The rapid increase in both cumulative densities towards the left of the graph is due to common,

generic tokens such as “american” in the example above. The top terms which appear in both the

justice topic and the conflict topic are listed in the left column of Table G.1. The top shared terms

are are words like report, american or use, none of which suggest any fighting or even preparation

for armed struggle. For comparison we also display the joint words with the other conflict topic

in the right column. The list contains words like attack, kill and bomb which are directly linked

violence.

Table G.1: Joint tokens between topics

Joint tokens of conflict2 Joint tokens of conflict2
and justice and conflict1

offici attack
report kill
offic offici

american report
unit bomb

govern secur
oper offic
say citi

accord govern
use today

Note: The table displays overlapping words amongst the 50 most prominent words in the conflict2
and justice topic (left column) and the conflict1 and conflict2 topic (right column).

This feature of the topic model allows us to exclude the variation most related to conflict by

excluding the conflict topics. Another way to see this is to look at the token lists that our non-

conflict topics rely on. We report these in Table I.1. Nothing here indicates that these topics are

used to describe fighting events.

G.2 Non-Conflict Topics and Conflict

Next we show how writing on non-conflict topics changes before and in conflict. To do so we

run fixed-effects regressions of topic shares on the left hand-side. On the right-hand-side we put

a dummy for conflict years and, importantly, a dummy that indicates a year before the onset of

conflict. If non-conflict topics would capture violence indirectly then we would expect there to be

a significant and positive relationship between their topic share and indicators of conflict.

70



In Panel A of Table G.2 we report the relationship between armed conflict and our topic shares.

We find no positive significant relationship between the year before onset and topic shares. In

addition, most coefficients are negative and one, on justice, is significant. In Panel B we report the

relationship with civil war. Here the picture is even more pronounced now with three topics falling

before the outbreak of civil war.

In addition, we find that conflict years, both armed conflict and civil war, are strongly and

negatively related to the share written on non-conflict topics. The only exception is the topic

int.relations2 which increases significantly with both armed conflict and civil war. Note, however,

that the share of this topic only increases significantly after conflict has started. This means it does

not predict conflict. From Appendix Table I.1 we can see that the topic contains country names

and tokens like “soviet” or “european” but no token that would indicate fighting. We can therefore

potentially interpret the positive correlation with fighting as diplomatic actions taken in the face

of internal violence.

These negative relationships stand in sharp contrast to the positive association between conflict

topics and conflict as shown in Table G.3. All three conflict topics in the 2013 topic model increase

before conflict starts and get an additional boost in conflict years. This further highlights how

effective topics are in capturing the realities in the respective country. Given that conflict topics

contain tokens which would be used to describe fighting and the positive relationship with the

conflict year dummy, we cannot rule out that some fighting takes place before PRIO/UCDP code

an armed conflict. However, this would not explain the findings of Section 7.

In summary, we have demonstrated that topics are an effective way to exclude tokens which

might relate to fighting events. We have shown that this is because the large number of tokens

used to define conflict topics are different from the ones used to define non-conflict topics. Finally,

if anything, non-conflict topics fall before conflict onset so that a direct relationship between non-

conflict topics and fighting events can be ruled out.
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Table G.3: Relating conflict topics to conflict

Dependent variable: Conflict topic shares

Armed conflict Civil war
(conflict1) (conflict2) (conflict3) (conflict1) (conflict2) (conflict3)

One year before 0.016*** 0.012*** 0.006** 0.010** 0.035*** 0.019***
(0.003) (0.004) (0.003) (0.004) (0.006) (0.004)

Conflict year 0.013*** 0.053*** 0.029*** 0.006*** 0.060*** 0.035***
(0.002) (0.003) (0.002) (0.002) (0.003) (0.002)

Country FE Yes Yes Yes Yes Yes Yes
R2 0.010 0.075 0.056 0.002 0.067 0.056
Observations 5367 5367 5367 5367 5367 5367

Notes: The results stem form an OLS regression including a constant with a single topic share
specified in the heading as dependent variable. One year before is a dummy taking the value
one one year before conflict and zero otherwise. Conflict year is a dummy taking the value
one during conflict and zero otherwise.
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H Case Study

In Table H.1 we report the 5 countries with the highest risk of conflict onset in the following year

according to the within and overall model. We report this list for the years 2010, 2005 and 2000.

Estimates for 2010, for example, are out-of-sample predictions for onset in 2011. We chose 2010

as it precedes particularly many onsets in 2011. We then chose 2005 and 2000 to provide equally

spaced alternative years. As can be seen in Figure E.14 the AUCs in the selected years are slightly

higher than average for civil wars but around the average for armed conflict. The table also reports

onsets which were not among the first five countries with their respective rank in that year.
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Table H.1: Case study

Panel A: Civil war
Overall model Within model

Rank Country Rank Country
Year 2000

1 Tajikistan 1 Eritrea
2 Ethiopia 2 Lebanon
3 Uganda 3 Albania
4* Rwanda 4 Sierra Leone
5 Sierra Leone 5 Ethiopia

19* Rwanda
Year 2005

1* Chad 1* Sudan
2 Uganda 2 Congo
3 Angola 3 Cote d’Ivoire
4 Philippines 4 Burundi
5* Sri Lanka 5* Sri Lanka
6* Sudan 6* Israel
43* Israel 58* Chad

Year 2010
1 Chad 1 Central African Republic
2 Sri Lanka 2 Mauritania
3 Uganda 3 Guinea-Bissau
4 Colombia 4 Uzbekistan
5 Philippines 5* Yemen

11* Yemen 32* Libya
111* Libya

Panel B: Armed conflict
Overall model Within model

Rank Country Rank Country
Year 2000

1 Cambodia 1 Eritrea
2* Somalia 2 Togo
3 Niger 3 Albania
4 Yemen 4 Lebanon
5 Congo 5 Congo

109* Central African Republic 19* Somalia
111* Central African Republic

Year 2005
1 Angola 1 Congo
2* Somalia 2* Central African Republic
3 Senegal 3 Cote d’Ivoire
4 Tajikistan 4 Togo
5 Congo 5 Lebanon
7* Pakistan 10* Somalia
18* Central African Republic 24* Pakistan
21* DR Congo 52* DR Congo

Year 2010
1 Angola 1 Lebanon
2 Sri Lanka 2 Mali
3* Senegal 3 Kyrgyzstan
4 Indonesia 4 Sri Lanka
5 Niger 5 Guinea-Bissau

15* Nigeria 7* Syria
30* Cote d’Ivoire 12* Cote d’Ivoire
51* Syria 15* Nigeria
108* Libya 32* Senegal

38* Libya

Notes: Asterisk (*) indicates an onset in the following year. Panel A contains civil war, whereas panel B armed conflict. The
top five countries in terms of risk in the following year are displayed for predictions in T = 2000, 2005, 2010 according to the
topic model. The left columns are based on the overall model, whereas the right columns are based on the within model. The
table also displays countries with an onset that were not amongst the five highest risk predictions. For these countries the
rank is listed as
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I Additional Figures and Tables

Figure I.1: ROC Curves for Onset (X-Axis: FPR, Y-Axis: TPR)

(a) Civil War
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Notes: Predictions result from a panel estimated as in equation (2). The variables included for each model as xit are

specified in Section 3.3 and Appendix Table C.1. The within model is the overall model net of country fixed effects.
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Figure I.2: ROC Curves for Onset of Civil War Comparing Only for Overlapping Predictions
(X-Axis: FPR, Y-Axis: TPR)
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Notes: Predictions result from a panel estimated as in equation (2). The variables included for each model as xit are

specified in Section 3.3 and Appendix Table C.1. The within model is the overall model net of country fixed effects.

Here we only include predictions for country-years where we have predictions for both the comparison and the topic

model.
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Figure I.3: ROC Curves for Onset of Armed Conflict Comparing Only for Overlapping Predictions
(X-Axis: FPR, Y-Axis: TPR)

(a) Overall

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .74, Topics .72

Rainfall

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .71, Topics .74

Shocks and Institutions

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .77, Topics .77

Economics and Political

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .7, Topics .8

Events
0

.2
.4

.6
.8

1

0 .2 .4 .6 .8 1

AUC: Benchmark .76, Topics .79

Keyword Count

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .75, Topics .77

Fixed effect

Benchmark Topics
(b) Within

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .62, Topics .72

Rainfall

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .46, Topics .74

Shocks and Institutions

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .61, Topics .77

Economics and Political

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .68, Topics .8

Events

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .56, Topics .79

Keyword Count

0
.2

.4
.6

.8
1

0 .2 .4 .6 .8 1

AUC: Benchmark .47, Topics .77

Fixed effect

Benchmark Topics

Notes: Predictions result from a panel estimated as in equation (2). The variables included for each model as xit are

specified in Section 3.3 and Appendix Table C.1. The within model is the overall model net of country fixed effects.

Here we only include predictions for country-years where we have predictions for both the comparison and the topic

model.
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Figure I.4: Topic Shares of Economics, Justice, and Conflict in the Universe of Articles when Risk
Is High vs Low
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Notes: Shares represent average topic shares of all articles (not aggregated at the country-year level). High risk is

defined as a predicted fitted value of onset above 0.05.
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Table I.2: Area under Curve of ROC

Area under Curve
Model Complete Within ∆

Civil War
Economic and Political 0.79 0.64 -19%
Keyword Count 0.76 0.46 -39%
Fixed Effect 0.81 0.46 -43%
Shocks and Institutions 0.81 0.60 -26%
Rainfall 0.85 0.56 -34%
Events 0.76 0.65 -14%

Average -29%
Topics 0.87 0.82 -6%

Armed Conflict
Economic and Political 0.77 0.61 -21%
Keyword Count 0.76 0.56 -26%
Fixed Effect 0.75 0.47 -37%
Shocks and Institutions 0.71 0.46 -35%
Rainfall 0.74 0.62 -16%
Events 0.70 0.68 -3%

Average -23%
Topics 0.77 0.73 -5%

Notes: The area under the curve (AUC) is computed using the curves exhibited in Figures 1 and
4. Predictions result from a panel estimated as in equation (2). The variables included for each
model as xit are specified in Section 3.3 and Appendix Table C.1. The within model is the overall
model net of country fixed effects.
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