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Abstract

For simulable models, neural networks are used to approximate the limited information posterior mean, which conditions on a vector of statistics, rather than on the full sample. Because the model is simulable, training and testing samples may be generated with sizes large enough to train well a net that is large enough, in terms of number of hidden layers and neurons, to learn the limited information posterior mean with good accuracy. Targeting the limited information posterior mean using neural nets is simpler, faster, and more successful than is targeting the full information posterior mean, which conditions on the observed sample. The output of the trained net can be used directly as an estimator of the model’s parameters, or as an input to subsequent classical or Bayesian indirect inference estimation. Examples of indirect inference based on the output of the net include a small dynamic stochastic general equilibrium model, estimated using both classical indirect inference methods and approximate Bayesian computing (ABC) methods, and a continuous time jump-diffusion model for stock index returns, estimated using ABC.
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1. Introduction

Neural networks are a well known tool in machine learning, and have been of interest to econometricians for many years. Early work includes Gallant and White [12] and Hornik et al. [18], who establish conditions under which certain feed-forward neural networks can learn a nonlinear mapping to any required degree of accuracy. A textbook reference is Haykin [17], and a survey from the econometric point of view is Kuan and White [20]. In more recent years, computational advances, such as graphical processing unit (GPU) computing, that allow for use of “deep learning” nets with many layers,
combined with the availability of large data sets (“big data”), have stimulated a resurgence of interest in neural networks for applications such as classification and labeling of images (LeCun et al. [21]). Economists have not missed out on the big data and machine learning trends, and recent work seeks to integrate econometricians’ concern with causality with machine learning methods’ ability to predict well (e.g., Varian [25]).

This paper proposes to use neural nets for the estimation of the parameters of a simulable model, in situations where indirect inference (II - Gouriéroux et al. [15]) or approximate Bayesian computing (ABC - Beaumont et al. [1]) might be used. Let \( \theta \) be a draw of a parameter vector, from a prior. The model may be simulated at the draw, to give a random sample, \( Y_n \), of size \( n \), from which the statistic vector \( Z_n(Y_n) \) may be computed. This can be repeated many times, to give a large body of independent simulated realizations \( (\theta^s, z^s_n) \), \( s = 1, 2, ..., S \). This paper proposes to use neural networks with simulated data to learn the limited information posterior mean, \( E(\theta|Z_n) \), or a good approximation to it. The inputs to the net are the simulated statistics, \( z^s_n \), and the net is trained to fit the parameter values, \( \theta^s \), as well as possible according to a criterion such as squared error loss. In the context of simulation-based estimation, it is feasible to provide as much data as is needed to train and test a net that is large enough, in terms of the numbers of hidden layers and neurons, to predict the outputs well. Once the net is trained, when it is provided with the input value \( z_n \), the real sample value of the statistic vector, its output, denoted by \( \hat{\theta}(z_n) \), is an estimate of the posterior mean \( E(\theta|Z_n = z_n) \), and it is thus a reasonable choice as a point estimator of the unknown parameter.

Blum and François [3] also fit \( E(\theta|Z_n = z_n) \) using a feed forward neural network. The nets they work with are small, with a single hidden layer that has only 4 hidden units (“neurons”). In contrast, this paper uses much larger nets, with multiple hidden layers and many more neurons. The most important conceptual difference with what is proposed here is that Blum and François [3] assume (their eqn. 8 and beginning of page 66) that a net fit using kernel weighting based on proximity to \( z_n \) will continue to be accurate for input values different from \( z_n \). This assumption allows them to use the output of the fitted net, along with a second net which is used to model the posterior log variance, in order to directly sample from the posterior. In the present paper, no assumption of the global validity of a net fit with local weighting is made, and local weighting is not used. Instead, in order to obtain a good global fit to \( E(\theta|Z_n = z) \), for any \( z \) which may result from a parameter draw from the prior or parameter space, much larger nets are used, because small nets are not able to learn the mapping well. With the advances which have been made in the software which is available for working with neural nets, the use of much larger nets is now straightforward.

Jiang et al. [19] propose to use deep (multiple hidden layer) neural networks to learn the full information posterior mean, \( E(\theta|Y_n) \), where \( Y_n \) is the full sample, rather than the limited information posterior mean, \( E(\theta|Z_n) \), which is the object that this paper proposes to approximate. This apparently small difference has some important consequences in terms of practicality of application and final performance of the estimator. In particular, as is seen in Section 4, below, using a net to fit \( E(\theta|Z_n) \) is both much
easier to do, and performs much better. While the true full information posterior mean is a more efficient (infeasible) estimator than is the limited information posterior mean, the output of a neural net is an estimator of the respective posterior mean. This paper shows that neural nets used to fit the full information posterior mean are too inaccurate for the theoretical ranking of efficiencies to hold, and, in practice, an accurate estimate of the less efficient limited information posterior mean, which is attainable using neural nets, provides a better estimator. Jiang et al. [19] also point out that the output of a trained net can be used not only as a point estimator, but also as the input to one of the well-known simulation-based econometric methods which operate through a statistic, such as indirect inference or approximate Bayesian computing (ABC). If this is done, the well developed asymptotic theory for such methods will apply to the final estimator, so statistical inference will be possible. Because their proposal takes the full sample as the input to the net, the output can be thought of as an automatically constructed statistic for ABC (or classical indirect inference) estimation. In contrast, the proposal of the present paper requires specifying a candidate set of statistics, $Z_n$, so the process is not fully automatic. However, performance using an informative set of statistics can be much better than what is obtained with fully automatic statistics, as long as the candidate set is chosen reasonably well. Because the model is fully specified, prior knowledge and analysis can usually suggest what will be informative candidate statistics. Examples are given, below.

The proposed method has several advantages, which are illustrated in the examples which follow. These include:

**Speed.** The network may be trained ahead of time, so that when sample data becomes available, an estimate may be obtained essentially instantaneously, as it is given by a closed form expression. This may be advantageous for applications such as finance, where early access to results carries a premium. Additionally, sophisticated software packages, which use massively parallel processing through GPU computing, are available to train and test large nets quickly and easily.

**Offers a solution to the curse of dimensionality.** With complex models, it may not be obvious which statistics will be most informative for the parameters of the model, and sufficient statistics are unlikely to exist. For this reason, we may begin with a fairly large set of candidate statistics (that is, $Z_n$ may be of high dimensionality). Neural networks have been shown to work well for classification of image data, such as the MNIST data (LeCun et al. [21]), where each input is a 784 dimensional vector of real numbers. Neural networks are able to obtain error rates of less than 1% for this data set (LeCun et al. [21], see also [http://yann.lecun.com/exdb/mnist/]). With large enough training and validation sets, and perhaps making use of regularization methods, neural nets can deal effectively with high dimensional input data, because they learn to down-weight uninformative or irrelevant inputs. In the present simulation-based estimation context, the training and testing data sets may be made as large as is required for effective training. The cost of a using a high dimensional input is that training times will be longer, but training can still be done quite quickly for the size of problems that econometricians are likely to work with, as is seen in the examples.
below, and it may be done before the estimation data is even available, as noted above. Also, the output of the net can be viewed as a statistic which is highly informative for the parameter, and which is of the minimal dimensionality which retains identification, as it has the same dimension as the model’s parameter vector. This statistic can be used for subsequent estimation by indirect inference or ABC.

Statistical efficiency. Given a large enough network, the posterior mean of the parameters, conditional on the statistics, \( E(\theta | Z_n) \), can be learnt with excellent accuracy. Certain configurations of nets have been shown to possess a “universal approximation” property (Gallant and White [12], Hornik et al. [18]), though the “universal approximation” properties of deep neural nets is still an open question. In the full information context, the posterior mean has the same first order asymptotic distribution as does the maximum likelihood estimator (Bickel and Yahav [2]), and is thus fully efficient. In the present context of working with a statistic rather than the full sample, we speculate that the output of a large enough net, that is trained well enough, should be approximately efficient in a limited information context. The choice of the initial statistic \( Z_n \) will of course condition the statistical efficiency of the net’s output. Because of neural nets’ ability to deal with high dimensional inputs, it is feasible to provide a large number of statistics as inputs, so that the limited information carried by the statistic is a good proxy for the full information of the sample, in an effort to obtain an estimator which is approximately fully efficient. However, this paper does not go into an asymptotic analysis, which is left for future work.

Simplicity. Modern software for specification and training of neural nets is easy to use and can take advantage of powerful computational resources such as graphical processing units (GPUs), which allow for massively parallel computing. To implement the proposed method, a user simply needs simulate from the model to generate a large database of parameter values and associated statistics. The rest of the computations can be done using any of a number of powerful packages for neural networks. Example code using the MXNet.jl [https://github.com/dmlc/MXNet.jl] framework accompanies this paper. With this code, an interested user can fit a neural net to their own model simply and easily, by adjusting the references to the input data sets, and perhaps changing the number of layers and/or the number of neurons in given layer.

A disadvantage of the proposed method is that the output of the trained network is not an extremum estimator, as it is essentially impossible to train a large net, with many thousands of parameters, to convergence to a global minimum. Nor is it a Bayesian estimator, though it is an approximation to the posterior mean. Because of this, asymptotic theory that supports hypothesis testing, confidence intervals, and so forth, is lacking. However, as has been noted, the output of the trained net can be used as the input to one of the versions indirect inference, which enjoy a well developed asymptotic theory. Examples of classical and Bayesian indirect inference using the output of the net as a statistic are provided in what follows. The next section discusses indirect inference methods, both classical and Bayesian, that rely on statistics, to understand how the proposed methods can ameliorate some of the difficulties associated with these methods. Section 3 provides a brief review of feed-forward neural nets, and describes the
proposed method in detail. Section 4 gives results for two simulation examples, while Section 5 applies the methods to the estimation of a continuous time jump-diffusion model for daily returns of the Standard & Poor’s 500 index. A final section offers conclusions and directions for further research. Code to replicate the results of the paper, which can also serve as a template for application of the methods to other data and models, is available at https://github.com/mcreel/NeuralNetsForIndirectInference.jl.

2. Indirect inference

Suppose we have a fully specified model indexed by a parameter \( \theta \in \Theta \subset \mathbb{R}^k \). Let \( Y_n \) be a sample, generated at the unknown true parameter value \( \theta_0 \). Consider a statistic \( Z_n = Z_n(Y_n) \), chosen by the researcher, with sample realization \( z_n \). This could be composed of simple sample moments, more complicated statistics, such as the parameter estimates of an auxiliary model, or a combination of both. A continuous-updating (CU) GMM estimator is

\[
\hat{\theta}_{CU} = \arg \min_{\theta \in \Theta} (z_n - E_{\theta}[Z_n])' \Omega_n^{-1}(\theta)(z_n - E_{\theta}[Z_n]),
\]

where \( \Omega_n(\theta) = V_{\theta}(Z_n) = E_{\theta}[(Z_n - E_{\theta}[Z_n]) (Z_n - E_{\theta}[Z_n])'] \) and \( E_{\theta}[\cdot] \) denotes expectations implied by the model evaluated at \( \theta \). In many cases, analytical expressions for \( E_{\theta}[Z_n] \) and \( \Omega_n(\theta) \) are not available, and instead simulated versions are used. The method of simulated moments (McFadden [23], Pakes and Pollard [24]) sets \( Z_n \) to sample moments; indirect inference (Gouriéroux et al. [15]) sets it to the parameter estimate of an auxiliary model, and the efficient method of moments (EMM - Gallant and Tauchen [13]) sets it to the score of an auxiliary model. In principle, moments can be specified to use combinations of these ideas, the general idea may be referred to as indirect inference. Some variants of approximate Bayesian computing seek to work with the posterior distribution of \( \theta \) given \( Z_n = z_n \), and thus, this form of ABC estimation can be thought of as Bayesian indirect inference. Such estimators allow for econometric estimation of complex models that are not amenable to more traditional methods of estimation. The previously cited papers give some examples of applications, but interesting new applications continue to appear: a recent example is given by Grazzini and Richiardi [16], who use simulated moments to estimate agent-based models. A common asymptotic theory applies to the classical and Bayesian forms of indirect inference (Creel and Kristensen [8]). Two general issues affect these methods: the curse of dimensionality, and high (and complex) computational burden.

To begin with the first, methods which rely on a statistic (though the singular form is used, it is understood that the statistic may be multi-dimensional) will not, in general, achieve full asymptotic efficiency, because sample information is filtered through the statistic, rather than used directly. If the statistic were sufficient, then there would be no information loss, but in most cases of interest, there will exist no sufficient statistic, or no sufficient statistic will be known. The score function of the maximum likelihood (ML) estimator would constitute a statistic that, asymptotically,
looses no information (this is what motivates the EMM estimator), but in most cases, one contemplates using an estimator that is based on a statistic when the ML estimator is not feasible, so its score will not be available. In order to retain as much of the sample information as is possible, one may think of using a high dimensional statistic. This idea is also motivated by the result that GMM estimators that use a full set of moment conditions are asymptotically more efficient than GMM estimators which use a subset of the moment conditions. For asymptotic efficiency, more is better. However, the cost of using too many statistics is that small sample bias and/or variance may explode. In the context of GMM estimation, these considerations are explained in detail by Donald et al. [11], who also investigate methods for selecting moments out of a candidate set. In the context of ABC, Blum et al. [4] provide a survey of methods that have been proposed for selection of statistics. The method proposed here, which is adapted from the ideas of Jiang et al. [19] to work with a net that takes an initial vector of candidate statistics as its input, is shown in the examples below to work very well: it provides minimal dimensional statistics that are very informative for the parameters. It is also quick and simple to implement, taking advantage of the “black box” nature of neural nets: they fit well, without requiring precise or expert tuning.

Indirect inference methods can also be computationally demanding. The versions which are extremum estimators may present an objective function which has many local minima, so simply computing the estimator may be difficult (Section 5, below, provides an example). This point is made by Chernozhukov and Hong [6], who propose to use Markov chain Monte Carlo (MCMC) to compute a quasi-Bayesian alternative to an extremum estimator that is difficult to compute. ABC estimators also rely on methods such as MCMC or sequential Monte Carlo. MCMC is not a universal, automatic solution to the problem, as it requires careful choice of the proposal density in order to perform well, and it is inherently computationally demanding, even when tuned well. The computational demand of both GMM-type and ABC methods is compounded when the chosen statistic upon which they are based is of high dimension, or contains weakly informative or irrelevant statistics. High dimension of the statistic increases the chances that multiple local minima of the GMM criterion function will be present, because the weight matrix, $\Omega_n^{-1}(\theta)$, is likely to become poorly conditioned when the number of moments is large. For methods that use MCMC, it will be difficult to find simulated statistics which are close to the observed sample realization, when the dimension is high, so it will be difficult to obtain MCMC draws which are accepted, which means that the chain will have to be very long to obtain accurate evaluation of posterior quantities.

This is not to argue that indirect inference methods are not useful or reliable - without doubt, they are, and in fact they are used in what follows. The point I hope to make is that care is needed when applying the methods. Exercising this care requires expertise and time, on the part of the practitioner. Furthermore, a considerable amount of time may also be required simply to perform the computations, once the details of the tuning process have been worked out. For an application which may be time-sensitive, such as the estimation of a model to be used for financial analysis, the time demands of
the methods may be a drawback. The neural net methods proposed in the next section are based on the same idea which underlies indirect inference - using the information in a statistic to learn about a parameter - but they have the virtue of requiring little expertise or care, as they are very simple and can be tuned using objective methods (cross validation), in a very straightforward way. Also, all of the tuning steps may be done before the sample data is obtained. Computing the estimate, given a net which has been trained ahead of time, is essentially instantaneous. Finally, the methods deal very well with high dimensional statistics, some elements of which may be irrelevant. A network can be trained to ignore irrelevant inputs, which effectively sidesteps the curse of dimensionality. Once these steps are done, the output can be taken as an estimator, or, optionally, it can be used as a minimal dimension input to subsequent indirect inference. The fact that the dimension is reduced to the minimal value which maintains identification of the parameters helps to address the difficulties associated with indirect inference which have been pointed out in this section.

3. Neural networks

Neural networks are a well known tool in many fields, and there are many presentations, both academic and more informal, of various structures that can be used. For this reason, the presentation here is brief. For more details and references, see Kuan and White [20], Haykin [17], LeCun et al. [22] and Jiang et al. [19].

Here, we consider a simple feed forward neural net for regression of an output in $R^K$ upon an input in $R^G$. A typical feed forward net is depicted in Figure 1, which maps 3 inputs to 2 outputs. The inputs to the net, $I_1$, $I_2$, and $I_3$, are scalar real numbers, as are the outputs $O_1$ and $O_2$. The net has two hidden layers, formed by 4 and 3 hidden nodes or neurons, $h_1, h_2, ..., h_7$, and an output layer, which gives the values of the two outputs $O_1$ and $O_2$. The values $\alpha_1$, $\alpha_2$ and $\alpha_3$ are vectors of “bias” parameters, which are discussed below.

In general, a net is a series of transformations of the inputs. Each of the transformations is referred to as a layer. The inputs themselves constitute the zero$^\text{th}$ layer, and the final result of the transformations is the output layer. A layer, $H_j$, is a vector of real numbers, which is the result of the $j^\text{th}$ in the series of transformations. Let $H_0$ be the $G$ dimensional vector of inputs. Suppose that there are $P$ layers. Let $n_j$ be the number of neurons in the $j^\text{th}$ layer, $j = 1, 2, ..., P$. The value taken by a neuron in the $j^\text{th}$ layer is the result of the layer’s “activation function”, $f_j(\cdot)$, applied on an element-by-element basis to an affine function of the inputs to the layer. The relationship between the layers is given by

$$H_j = f_j(\alpha_j + \beta_j H_{j-1}), \quad j = 1, 2, ..., P,$$

where $\alpha_j$ is a $n_j$ dimensional vector of parameters (these are known as bias parameters in the neural net literature), and $\beta_j$ is a $n_j \times n_{j-1}$ matrix of parameters. The layers 1, 2, ..., $P - 1$ are referred to as hidden layers, while layer $P$ is the output layer. The
input to the first hidden layer, known as the input layer, is simply the input data, \( H_0 \in \mathbb{R}^G \). The output of the net is the final layer, \( H_P \in \mathbb{R}^K \). When using a net for regression, the last activation function, \( f_P(\cdot) \), is simply an identity function, so that \( H_P = \alpha_P + \beta_P H_{P-1} \). The reason that an activation function is used with the hidden layers is that this is what allows the net to approximate a nonlinear mapping. If all activation functions were identity functions, the entire net would reduce to an over-parameterized linear regression model. In this paper, the activation function that is used for the hidden layers is the “rectified linear unit” (ReLU) function, \( f(x) = \max(0, x) \), a very widely used choice in modern deep learning applications.

The inputs to a neural net may be the result of preprocessing of raw inputs. For example, standardization and normalization are often useful transformations. In the case of trying to learn \( E(\theta|Z_n) \), it may be useful to use as input to the net the residuals of a linear regression of \( \theta \) upon \( Z_n \), so that the net only needs to learn the nonlinear part of the mapping. This may help to reduce the size of the net that is needed to learn the mapping well. As noted by LeCun et al. [22], attempting to train a net when the inputs are correlated is a much more difficult problem than is training a net with uncorrelated inputs. With time series data, the sample \( Y_n \) will consist of a vector of dependent elements. Jiang et al. [19] use the full sample \( Y_n \) as the input to the net. The arguments of LeCun et al. [22] may be relevant for explaining the relatively poor results obtained by Jiang et al. [19] for the moving average model discussed in Section 4.2, below, compared to an approach which uses a statistic as the input to the net. One would like to use a preprocessor that allows use of a relatively simple net, without serious loss of information. A well chosen statistic may serve as such a preprocessor.

A neural net may contain many, many hidden parameters. For example, for the DSGE model presented below, the number of inputs, \( G \), is 40, and the number of
outputs, $K$, is 9. Suppose the net has two hidden layers, of size 300 and 40, respectively. Then there are $300 \times 40$ parameters in the $\beta_1$ matrix of the first layer, and there are 40 elements in the $\alpha_1$ vector. Similarly, in the second hidden layer, there are $40 \times 300 + 40$ parameters, and there are $9 \times 40 + 9$ parameters corresponding to the output layer. Thus, the total number of parameters is 24449. One can see that such a feed forward net is an extremely highly parameterized nonlinear regression model. Furthermore, the model is not identified, as a reordering of the neurons in a given layer leads to an observationally equivalent model. The question arises: how are the parameters to be “estimated” and the model to be fit?

First, the loss function must be chosen. A common choice, for real valued outputs, and which is used here, is the least squares loss function. This can be justified on Bayesian grounds, and it facilitates computing the gradient by back propagation, as is discussed below. With least squares loss, training the neural net is conceptually the same as performing nonlinear least squares, with the difference that the model under consideration is extremely highly parameterized, in comparison with ordinary econometric models. A second difference is that the available data is typically split into a training set and a validation set. Having done this, the method that is most widely used for optimization of the loss function is simple steepest descent, or a variation known as stochastic gradient descent. In the neural net literature (see, for example, LeCun et al. [22]), this is known as back propagation, as the gradient may be computed using the chain rule, working from the prediction error in the last layer backwards to the inputs. Stochastic gradient descent computes the gradient for a subset (“batch”) of the training set observations, rather than for the entire collection of inputs. This has two advantages: it is faster than computing the gradient using the full set of observations, and, more importantly, a stochastic gradient, computed using a relatively small and randomly chosen set of observations, can allow the solver to jump out of the region around a local minimum, so that the chances that a good solution is found increase, for a given starting value. Typically, many, many iterations are done, using a small and often decreasing step size (the “learning rate” in neural net parlance) at each iteration. The performance of the network, as it learns, is periodically checked using the validation, or test set of observations. For a reader with a background in econometrics, this is the familiar idea of cross validation using a hold out sample. The net may be trained, using back propagation and the training set, to the point where there is no improvement in the ability to fit the cross validation sample. For use of neural nets with real data sets, which may be of limited size, regularization methods are often used. These methods can help to stabilize the net’s hidden parameters, or to encourage that some are set to zero (see Girosi et al. [14]). In the present case, the training and testing data sets may be made as large as is desired, so regularization is of limited importance. There are many wrinkles available in tuning the learning method. Fortunately, efficient software is available, which incorporates these possibilities. For this reason, we do not go into further details. A complete example of how to train a net is given, below.

If a net is trained to the point where there is no improvement in its ability to fit a
cross validation sample, then, typically, training is stopped, and the final fitted net is used for forecasting the outputs. Let \( \hat{\theta}(z_n) \) be the output of the net when training is completed, evaluated at the sample value of the statistic, \( z_n \). While \( \hat{\theta}(z_n) \) should be a very good approximation to \( E(\theta|Z_n = z_n) \), if the net is large enough and trained well enough, it is not an extremum estimator - the gradient at the end of training will not be zero. However, with such a highly parameterized model that is not identified without additional restrictions, it is first doubtful that it would actually be possible to train the net to the point where the gradient were zero, and secondly, it would not be desirable to do so, as the over-parameterized model would be fitting the errors of the training set, rather than the regression function. Even though the direct output of the net, \( \hat{\theta}(z_n) \), is not a conventional extremum estimator, it is an estimator which we may use, though it does not enjoy the asymptotic theory that applies to extremum estimators. We may note that the use of stochastic gradient descent, plus termination based on a randomly generated test set implies that the final output of the net constitutes the result of a stochastic optimization process. The effect of stochastic optimization algorithms on econometric estimators was studied by Winker and Maringer [26]. It may be possible to extend these results to formalize the properties of \( \hat{\theta}(z_n) \), but this possibility is left for future work.

Instead of using the output of the net as an estimator, it may also be used as a statistic to define an indirect inference or ABC estimator. Such an II estimator is

\[
\hat{\theta}_{II} = \arg \min_{\theta \in \Theta} \left( \hat{\theta}(z_n) - \frac{1}{S} \sum_{s=1}^{S} \hat{\theta}(z_n^s(\theta)) \right) \left( \hat{\theta}(z_n) - \frac{1}{S} \sum_{s=1}^{S} \hat{\theta}(z_n^s(\theta)) \right)',
\]

where each \( z_n^s(\theta) \) is a simulated statistic generated at the parameter value \( \theta \). Because the dimension of \( \hat{\theta}(z) \) is the same as that of the model’s parameter vector, the econometric model is just identified, and there is no need for specifying a weighting matrix. This also implies that the objective function value at the II estimate should be zero (supposing that the initial statistics \( Z_n \) are differentiable functions of the model’s parameters). Finally, the simple direct estimator \( \hat{\theta}(z_n) \) provides an excellent starting value for the minimization algorithm. All of these factors may facilitate computation of the indirect inference estimator. This idea is pursued in Section 4.1, below, for estimation of a small DSGE model. In the same vein, Jiang et al. [19] propose to use the output of the trained net, \( \hat{\theta}(z_n) \), as a statistic for ABC estimation. This idea is illustrated by examples in Jiang et al. [19], and below, in Section 5, where a jump-diffusion model is estimated via ABC. The benefit with using II or ABC is that theoretical results on inference, which do not apply to the raw output of the net, become available.

One final issue which has not been discussed is how to specify the net: how many hidden layers should be used, and how many neurons per layer. This can easily be done by comparing the abilities of different specifications to fit the out of sample testing data. Even with large training and testing data sets, modern deep learning packages which allow for massively parallel computing using graphical processing units (GPUs) are efficient enough so that a specification search to configure the net is not a very time
consuming process.

4. Simulation examples

This section presents two simulation examples which illustrate the proposed methods. This first is an example of an economic model that is similar in complexity to problems of real research interest, which shows the feasibility and good performance of the methods. The second replicates a simple example considered by Jiang et al. [19], which allows us to explore the trade-offs between targeting the limited information posterior mean, \(E(\theta|Z_n)\), versus the full information posterior mean, \(E(\theta|Y_n)\).

4.1. DSGE model

Creel et al. [7] use ABC methods to estimate a small dynamic stochastic general equilibrium (DSGE) model, and this same model is used here to illustrate direct estimation using a neural net, and also estimation by indirect inference, using the output of the neural net as the statistic to match. The model is as follows: A single good can be consumed or used for investment, and a single competitive firm maximizes profits. The variables are: \(y\) output; \(c\) consumption; \(k\) capital; \(i\) investment; \(n\) labor; \(w\) real wages; and \(r\) return to capital. The representative consumer maximizes expected discounted utility

\[
E_t \sum_{s=0}^{\infty} \beta^s \left( \frac{c_{t+1}^\gamma}{c_{t}^{\gamma}} + (1 - n_{t+s}) \eta_t \psi \right)
\]

subject to the budget constraint

\[
c_t + i_t = r_t k_t + w_t n_t\]

and the accumulation of capital

\[
k_{t+1} = i_t + (1 - \delta) k_t.
\]

There is a preference shock, \(\eta_t\), that affects the desirability of leisure, which evolves according to

\[
\ln \eta_t = \rho \eta_{t-1} + \sigma \epsilon_t.
\]

The competitive firm produces the good \(y_t\) using the technology

\[
y_t = k_t^\alpha n_t^{1-\alpha} z_t.
\]

Technology shocks \(z_t\) evolve according to

\[
\ln z_t = \rho_z \ln z_{t-1} + \sigma_z u_t.
\]

The innovations to the preference and technology shocks, \(\epsilon_t\) and \(u_t\), are independent standard normal random variables. The good can be allocated by the consumer to consumption or investment: \(y_t = c_t + i_t\). The consumer provides capital and labor to the firm, and is paid at the rates \(r_t\) and \(w_t\), respectively. The model has nine parameters: \(\alpha, \beta, \delta, \gamma, \psi, \rho_z, \sigma_z, \rho_\eta, \sigma_\eta\). Rather than estimate \(\psi\), instead, the nonstochastic steady state value of hours \((n)\) is estimated, and \(\psi\) is recovered from this and the other parameter estimates. Given parameter values, the models is solved and simulated to give a sample of 160 time series observations on 5 observable variables: output, consumption, hours, the wage rate, and the interest rate. Using the data, 40 candidate statistics are computed. These include means, standard deviations, estimated vector autoregression of order 1 (VAR(1)) coefficients, estimated VAR(1) shock covariances, and several other statistics from auxiliary regressions which are suggested by the structure of the model. The chosen candidate statistics are illustrative of the fact that knowledge of the structure of the model allows selection of candidate statistics that should be informative for the parameters of the model. VAR models are widely used to model macroeconomic data, and the use of a low order VAR model to capture dynamics and correlations across variables is an obvious choice for data simulated from a DSGE model. Means and standard deviations are natural choices to capture levels and variability. For example, the sample mean of \(n\), labor hours, will clearly be informative about the nonstochastic
steady state value of labor, which is one of the 9 parameters that are estimated. Full details of the candidate statistics are in the file `aux_stat.m`, which is in the DSGE directory of the code archive which accompanies this paper. The choice of candidate statistics is not automatic, it is informed by the structure of the model that is being estimated, as interpreted by the econometrician. The econometrician’s knowledge and intuition are an important input at this stage of the process. Careful study of the model being estimated should be undertaken in order to successfully form the candidate set of statistics.

From the candidate set, II or ABC methods often use a selection procedure to chose the final statistics used for estimation, in order to reduce dimensionality. Here, we take the entire vector of 40 candidate statistics as the input to a neural net, and the parameters that generated the statistics as the output. Several nets with one, two and three hidden layers, with different numbers of neurons per layer, were trained and tested using 500000 training observations of the statistics, and 50000 validation observations. One of the reasons why neural nets may be exceptionally well suited for simulation based estimation is that it is possible to generate very large training and validation sets. This allows a given neural net to be trained very well, and it is a simple matter to train a number of nets, to choose the one which fits best, based upon the validation data. The training was done using the MXNet.jl package (https://github.com/dmlc/MXNet.jl) for the Julia language. Both MXNet and Julia are freely available under the MIT license, and run on all of the popular operating systems. MXNet allows for computations to be done using GPU (graphical processing unit) computing, if a GPU that supports NVIDIA CUDA (http://www.nvidia.com/object/cuda_home_new.html) is available. The selected net, based upon best performance for the validation set, has two hidden layers of 300 and 40 neurons, respectively. As noted above, this net contains a total of 24449 parameters. The output of the training process, $\hat{\theta}(z_n)$, the fitted posterior mean, is a closed form expression, and evaluation of this expression is essentially instantaneous. An entire Monte Carlo study of 10000 replications of the estimator can be done in less than two hours, including the time to generate the training and testing sets, and the time to train the net.

The Julia script `300_40.jl` which was used to train the net is presented in Listing 6 in the Appendix. To run this, one simple enters “`julia 300_40.jl`” at the system command prompt. This will train the net, as described above, and will save the final trained parameters of the net for subsequent use. While an interested reader will need to consult the MXNet documentation to fully understand this file, it is presented here to document that it is a simple matter to define and train a net using a package such as MXNet.

Once the net is trained, it may be used to make predictions of the outputs, given the inputs. The first estimator we consider is $\hat{\theta}(z_n)$, the output of the net at the real data value of the statistic. This direct estimator was implemented using the same initial statistics and true parameter values as were used in the Monte Carlo results reported in Creel et al. [7], so the results are comparable with the results of that paper. Results for 10000 Monte Carlo replications of this estimator are given in Table 1 in the columns...
labeled “NN”. For this problem, the indirect inference objective function of eqn. 3 is smooth and convex, and gradient based minimization converges readily to a function value of zero, so it is feasible to study the properties of this estimator by Monte Carlo. The results for 100 Monte Carlo replications are reported in Table 1 in the columns labeled “II”. We also can consider an ABC estimator which approximates the posterior mean $E(\theta|\hat{\theta}(Z_n) = \hat{\theta}(z_n))$, using the methods of Creel et al. [7]. The results, again for 100 Monte Carlo replications, are reported in Table 1 in the columns labeled “ABC”. The II and ABC estimators are much more costly to compute than is $\hat{\theta}(z_n)$, which is the reason why fewer replications were done.

In the table, bias and root mean squared error (RMSE) are presented in percentage terms, relative to the true parameter values, to ease interpretation and comparison. We see that, overall, the estimators perform quite well. The direct output of the net estimator (NN) is somewhat more biased (in absolute terms) than are the II and ABC estimators, in most cases, but the maximum bias is still less than 4% of the true parameter value. The II and ABC estimators obtain biases which are usually less than 1%, and are always less than 4%, with the II estimator doing particularly well. Examining RMSE, the three estimators are quite similar, overall, with no clear best performer. While the NN estimator has moderately more bias, and RMSE similar to the alternative, it has the advantage that it is extremely rapid to compute, once the net has been trained. The entire 10000 Monte Carlo replications can be computed in seconds. The other two estimators, ABC and II, are much more time consuming to compute, requiring hours to do the computations for 100 replications. For the II and ABC estimators, the percentage of times that the true parameter value lies in a 90% confidence interval is reported in the last two columns of the table. We see that confidence interval coverage is quite good, for both estimators. Recall that only 100 Monte Carlo replications have been used, so some random deviation from 90% coverage is to be expected (the 0.05 and 0.95 quantiles of a binomial $n = 100, p = 0.9$ random variable are 85 and 95, respectively). In summary, II and ABC results are somewhat better than the direct NN results, in terms of bias, but they are similar in terms of RMSE. They are very much more time consuming to compute. Between II and ABC, the ABC method requires tuning of bandwidths, while the II estimator involves minimizing a criterion. Both operations are time consuming. For the DSGE model under consideration here, minimization of the criterion given in eqn. 3 can be done easily and reliably (though slowly) using gradient based methods, in combination with the excellent start value provided by the NN estimator, so, in this case, the II estimator may be a better choice than the ABC estimator. Inference based on asymptotic results for the II and ABC estimators is quite reliable, as seen in the results for the 90% confidence intervals.
Table 1: DSGE model. Bias and RMSE as a percentage of the true parameter value, and 90% confidence interval inclusion of true value. NN=direct estimator using output of the net. II=indirect inference estimator using the output of the net as the auxiliary statistic. ABC=approximate Bayesian computation estimated posterior mean, using the output of the net as the auxiliary statistic.

<table>
<thead>
<tr>
<th>Param.</th>
<th>True</th>
<th>NN</th>
<th>II</th>
<th>ABC</th>
<th>NN</th>
<th>II</th>
<th>ABC</th>
<th>II</th>
<th>ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.33</td>
<td>0.05</td>
<td>0.01</td>
<td>0.11</td>
<td>0.27</td>
<td>0.30</td>
<td>0.27</td>
<td>89</td>
<td>94</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.99</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>92</td>
<td>86</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.025</td>
<td>1.35</td>
<td>0.27</td>
<td>0.76</td>
<td>3.52</td>
<td>3.09</td>
<td>3.09</td>
<td>87</td>
<td>79</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>2.00</td>
<td>3.85</td>
<td>-1.29</td>
<td>0.65</td>
<td>5.90</td>
<td>4.47</td>
<td>4.21</td>
<td>92</td>
<td>88</td>
</tr>
<tr>
<td>$\rho_z$</td>
<td>0.90</td>
<td>-0.29</td>
<td>0.08</td>
<td>0.26</td>
<td>1.71</td>
<td>1.54</td>
<td>1.26</td>
<td>97</td>
<td>94</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>0.01</td>
<td>-3.18</td>
<td>-0.13</td>
<td>3.09</td>
<td>8.92</td>
<td>8.70</td>
<td>8.72</td>
<td>82</td>
<td>91</td>
</tr>
<tr>
<td>$\rho_\eta$</td>
<td>0.70</td>
<td>-1.03</td>
<td>-1.71</td>
<td>-1.32</td>
<td>7.90</td>
<td>8.30</td>
<td>8.15</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>$\sigma_\eta$</td>
<td>0.01</td>
<td>0.89</td>
<td>1.41</td>
<td>3.54</td>
<td>11.13</td>
<td>11.05</td>
<td>9.39</td>
<td>84</td>
<td>86</td>
</tr>
<tr>
<td>$\bar{n}$</td>
<td>1/3</td>
<td>0.01</td>
<td>0.07</td>
<td>0.14</td>
<td>0.83</td>
<td>0.80</td>
<td>0.98</td>
<td>93</td>
<td>85</td>
</tr>
</tbody>
</table>

It may be of interest to compare the results given here with those of Creel et al. [7], which gives results for an ABC estimator which uses a more traditional selection procedure to reduce the dimension of the 40 candidate statistics down to 22 selected statistics. If the results of Creel et al. [7], Table 3, columns 3 and 6 are put in percentage terms, as is done in Table 1 of the present paper, one can see that the results given here are, overall, somewhat better than those of the estimator which relies on the selection procedure. Let us consider how the neural net is able to extract information as well or better than the selection procedure. Let $\beta_{i1}$ be the $i$th row of $\beta_1$, the matrix of coefficients of the first hidden layer (see eqn. 2). This is a $G$-vector, where $G$ is the dimension of the input statistic (40 in the present case). Let $\beta_{i1}(g)$ be the $g$th element of this vector, for the $i$th neuron of the first layer. For each statistic, there are 300 such elements, one for each neuron. Consider the maximum of the absolute value of this quantity, over the 300 first layer neurons, for a given $g = 1, 2, ..., G$. If the $g$th input statistic is important, this quantity must be significantly different from zero, compared to the similar quantities for other statistics; otherwise, the input statistic does not affect any neuron in an important way, compared to the other inputs. It is possible that an input could be unimportant even if this quantity were different from zero, if the affected neurons in the first layer had little or no weight in subsequent layers, so difference of this quantity from zero in the first hidden layer is a necessary but not sufficient condition for an input to be important. This distinction is not explored here. The values of this vector are presented in Figure 2. It is immediately apparent that some statistics are more important than others. Some statistics, for example statistics 1-4, 15, 19, 32, and 38 are apparently of little help for fitting $\theta$. Others, such as statistics 7, 14, 26, 27, 31 and 36 are clearly important. The selected statistics used in Creel et al. [7] are the ones with the numbers highlighted in Figure 2. We can see that the important statistics as identified here agree quite well with those selected in the previous work, but it appears that the previous work left out some statistics that could
be relevant: for example, statistics 7, 12, 35 and 36. One of the important advantages of the proposed method is simplicity: statistics do not have to be selected - their weights are determined endogenously by the network during training. This is similar in spirit to what a continuously updating GMM estimator attempts to do (see eqn. [1]), where the weighting matrix $\Omega^{-1}_n(\theta)$ adjusts the weights on each statistic in an optimal way. Unfortunately, for GMM estimators, this process often fails: numerous local minima and the numerical imprecision of estimates of $\Omega_n(\theta)$, due to a high dimensionality of the statistic can lead to a singular or near singular weight matrix. The neural network approach seems to be able to accomplish the weighting task successfully, without the need to drop statistics entirely, as occurs when a selection procedure is used. Thus, all information available in the entire vector of statistics is retained, and may be used to improve the fit to $E(\theta|Z_n)$.

4.2. Moving average model

One of the examples presented by Jiang et al. [19] is a moving average model of order 2 (MA(2)). Data is generated by the model

$$y_t = u_t + \theta_1 u_{t-1} + \theta_2 u_{t-2}$$  (4)

where the $u_t$ are independent and identically distributed standard normal shocks. The parameter restrictions are those that define the identifiable region. The prior they use is a uniform distribution over this region, and the sample size is $n = 100$ observations. They train a neural net which takes the sample $Y_n = \{y_1, y_2, \ldots, y_n\}$ as the inputs, and which has 3 hidden layers of 500, 200 and 100 neurons. The output targets are the two parameter values, $\theta_1$ and $\theta_2$, so the network is attempting to learn the full information posterior mean, $E(\theta|Y_n)$. The number of parameters of this network is $500 + 100 \times 500 + 200 + 500 \times 200 + 100 + 200 \times 100 + 2 + 100 \times 2 = 171002$.

Here, data is generated by exactly the same process. However, the proposal is to use a statistic $Z_n$ to capture the information in the sample, and then use the statistic as the input to a neural net, which will be trained to approximate $E(\theta|Z_n)$. The statistic used here is the vector of estimated parameters of an autoregressive model of order 10, 

Figure 2: DSGE model, identification of important statistics. For each input statistic $Z_n^{(g)}$, $g = 1, \ldots, 40$, the maximum over $i = 1, \ldots, 300$ of $|\beta_i^{(g)}|$. 

fit to the sample data. Using an AR(p) model to define auxiliary statistics in order to estimate an MA(q) model has a long tradition in the indirect inference literature, beginning with Gouriéroux et al. [15]. The AR(10) model is

$$y_t = \rho_0 + \sum_{s=1}^{10} \rho_s y_{t-s} + v_t.$$  

(5)

This auxiliary model is fit by ordinary least squares, and the statistic $Z_n = [\hat{\rho}_0, ..., \hat{\rho}_{10}]$. The training set is $9 \times 10^5$ draws of parameter-statistic pairs, and the test set is $10^5$ similar draws. Thus, the test set is the same size as was used by Jiang et al. [19], but the training set is 10% smaller.

The network used here has two hidden layers of size 100 and 20. This configuration was selected as the best performer of several configurations that were explored, including nets with two and three hidden layers (again, nets reasonably similar to the one selected give qualitatively very similar results, and the provided code allows exploration). There are 11 inputs and two outputs, so the total number of parameters is $100 + 11 \times 100 + 20 + 100 \times 20 + 2 + 20 \times 2 = 3262$. The time needed to train this net using Mocha.jl and a GPU-enabled server is about 15 minutes.

Table 2 presents the results for mean squared error (MSE) in the test set. We can see that using a net to target the limited information posterior mean $E(\theta|Z_n = z_n)$ leads to MSEs which are less than half of those obtained by targeting the full information posterior mean $E(\theta|Y_n = y_n)$, for both parameters. This is in spite of the fact that the network that is used has less than 2% as many parameters (3262 versus 171002), and that $E(\theta|Y_n)$ has full asymptotic efficiency (Bickel and Yahav [2]), while $E(\theta|Z_n)$ does not, as it looses information. Several factors may explain this difference. First, the net that targets $E(\theta|Y_n)$ makes no use of the knowledge we have about the model, beyond the fact that it generates a sample of size 100 and has two parameters. For example, it is not informed by the fact that the data is a time series. The fact that observations are serially correlated must be learned by the net, a difficult task (LeCun et al. [22]). The net which targets $E(\theta|Z_n)$ does not have to learn this fact, as the supplied inputs already incorporate this knowledge, albeit in perhaps not the most complete form. In the context of simulation based inference, we know everything about the model except the parameter value that generated the observed sample, and use of neural nets for parameter estimation may benefit from use of this knowledge, if inputs are provided which convey this information. A second factor that is probably important is that when the inputs are the full sample, every input incorporates a raw shock of the model (the $u_t$ in eqn. 4), which is untempered by a law of large numbers. In contrast, the statistics $\hat{\rho}_s$, $s = 0, 1, ..., 10$ which comprise $Z_n$ are functions of averages and weighted averages of the $u_t$, so their variances are smaller than the variances of the $y_t$, and are decreasing as the sample size grows. In general, $Z_n$ can be chosen so that it follows a law of large numbers, so that, asymptotically, the net that approximates $E(\theta|Z_n)$ is attempting to learn a nonstochastic mapping. Finally, when the input to the net is the entire sample, the size of the net must grow with the size of the sample. Results such as those of Hornik
et al. [18], regarding the ability of nets to approximate continuous mappings, require the domain of the mapping to be of fixed dimension. Thus, they apply to nets used to approximate $E(\theta|Z_n)$, but not to nets used to approximate $E(\theta|Y_n)$. In summary, while the proposed method using a statistic may not be optimal, and while further research may lead to improvements, it seems clear that this approach is more promising than the approach which uses the entire sample as the input.

Table 2: MA(2) model. Results for RMSE in test sets. Results for the $E(\theta|Y_n = y_n)$ target are from Jiang et al. [19], pg. 18.

| Parameter | $E(\theta|Y_n = y_n)$ | $E(\theta|Z_n = z_n)$ |
|-----------|----------------------|----------------------|
| $\theta_1$ | 0.021                | 0.010                |
| $\theta_2$ | 0.024                | 0.011                |

Figure 3 shows the maxima of the absolute values of the $\beta_1$ vectors over the 100 neurons in the first layer, similar to what was done above for the DSGE model, to identify which inputs seem to be most important. We see that the importance of $\hat{\rho}_j$ declines as $j$ increases, almost uniformly, with $\hat{\rho}_5$ being a minor exception to this rule. This result is telling us that the lower order AR coefficients are most informative about the parameters of the MA(2) model, which makes perfect sense. The anomaly observed for $\hat{\rho}_5$ is probably due to the fact that the regressors in the AR(10) model are highly collinear. The low importance of the higher order coefficients suggests that a better statistic might result from fitting a lower order AR model. As we have already seen, the benefit of using a statistic instead of the entire sample for training a neural net is clearly demonstrated using the coefficients of the AR(10) model, so we do not further explore other possible statistics to use as the input. As has been mentioned above, the problem of determining what statistics to use as the inputs to the neural net should be informed by knowledge of the model that is being simulated. The candidate statistics used in the DSGE and MA(2) examples are illustrative of this process: knowledge of the model can lead a thoughtful researcher to propose informative candidate statistics. This is not an automatic process, and it has elements of an art. Nevertheless, the possibility of performing Monte Carlo, given that the model must be simulable, always allows one to check that a given set of candidate statistics actually leads to good identification of the model’s parameters. Exactly this process has allowed us to conclude that the AR(10) model may be somewhat over-parameterized for the obtaining of best results.

5. A jump-diffusion model for S&P 500 returns

This section further illustrates the proposed methods by estimating a jump diffusion model for the Standard & Poor’s 500 returns series, using data from 02 Jan. 2015 to 20 May, 2016, which gives a sample of 349 observations. Daily percentage returns for this period are plotted in Figure 4. The initial part of the sample is a sustained period of low volatility, but in August of 2015, volatility increases dramatically (at the time, there
was concern about growth in China and uncertainty about when the Federal Reserve might begin to raise interest rates. Volatility remains relatively high until the final months of the sample, when it declines to low levels similar to those of the beginning of the sample.

The model, described in Creel and Kristensen [9], is a continuous time stochastic volatility model that has non-constant drift, leverage, and jumps with dynamic jump intensity. Log price, \( p_t \), solves

\[
dp_t = \left(\mu_0 + \mu_1(h_t - \alpha)/\sigma\right)dt + \sqrt{\exp(h_t)}dW_{1,t} + J_t dN_t.
\]

where \( h_t \) is log volatility, \( J_t \) is jump size, and \( N_t \) is a Poisson process with time-varying jump intensity \( \lambda_t \). Log-volatility is specified to follow

\[
dh_t = h_t + \kappa(\alpha - h_t)dt + \sigma \left( \rho dW_{1,t} + \sqrt{1 - \rho^2}dW_{2,t} \right),
\]

where \( W_{1,t} \) and \( W_{2,t} \) are two independent standard Brownian motions. Jump sizes, conditional on the occurrence of a jump, are independent and conditionally normally distributed: \( J_t \sim N(\mu_J, \sigma_J^2) \). Finally, the jump intensity process \( \lambda_t \) is modeled as

\[
\lambda_t = 1(\lambda_t^* > 0) \quad \text{where} \quad \lambda_t^* = \lambda_0 + \lambda_0 \lambda_1(h_t - \alpha)/\sigma.
\]

We collect the 10 parameters of the model in the vector \( \theta = (\mu_0, \mu_1, \alpha, \kappa, \sigma, \rho, \lambda_0, \lambda_1, \mu_J, \sigma_J) \).

The data series used to compute statistics are daily returns, \( r_t \), realized volatility measured using 5 minute intervals (\( RV \)), and realized bipower variation (\( BV \)), which is a measure of volatility that is robust to jumps. The difference between \( RV \) and \( BV \) can allow for the identification of jumps. The auxiliary statistics are functions of these three variables, including sample means, standard deviations, skew and kurtosis, correlations, and statistics from auxiliary regressions involving the three variables and their lags, as is detailed in Creel and Kristensen [10] and in the file \texttt{aux_stat.m} in the CTSV/Code/Common/ directory of the code archive. The total number of statistics is 56.

Data was simulated from the model using the same uniform prior with broad support as described in Creel and Kristensen [9], to create training and testing sets of size 450,000 and 100,000 observations, respectively. Because the numbers of parameters
Figure 4: S&P 500 daily returns, 02 Jan. 2015 - 20 May, 2016
and statistics are similar to the case of the DSGE model studied above, the same two hidden layer net, with 300 and 40 nodes in the first and second hidden layers, respectively, was used, without a specification search. After the net is trained, the direct NN estimates may be computed.

Table 3 reports estimation results. The direct neural net estimates \( \hat{\theta}(z_n) \) are reported in the column labeled “NN”. The drift parameters \( \mu_0 \) and \( \mu_1 \) are included to allow for trends in the price index, and not expected to be stable out of sample, and thus are not of much interest. The parameter \( \alpha \) is the mean of log volatility. Comparing to the results of Creel and Kristensen [9], Table 3, this estimate is considerably lower than the estimate of 0.785, for the period 2008-2011, which reflects the fact that the Jan. 2015 - May 2016 period was one of comparative stability. The estimate of the mean reversion parameter, \( \kappa \), is considerably higher than the estimate of 0.036 for the 2008-2011 period, which indicates that shocks to log volatility have been considerably less persistent than in the past. The estimate of \( \sigma \), the standard deviation of log volatility, is considerably higher than the estimate of 0.204, for the 2008-2011 period. To understand this result, one must note that the estimated Poisson jump rate, \( \lambda_0 \), is slightly negative, which means that jumps never occur (see eqn. 8). If jumps never occur, which is quite plausible, considering Figure 4, then the only shocks to volatility involve the parameter \( \sigma \). In contrast, the results reported in Creel and Kristensen [9] imply that jumps occurred roughly 5 times a year during the 2008-2011 period, so jumps constituted an important source of shocks to volatility. Without this source, it is not surprising that non-jump shocks to volatility are estimated to have a more important role. The estimated leverage parameter, \( \rho \), is somewhat less extreme than in the case of the 2008-2011 results. The parameter \( \lambda_0 \) has already been discussed. The remaining jump parameters are not identified when when \( \lambda_0 \) is less than or equal to zero, because the model generates the same data regardless of the values of these parameters, and for this reason, their estimated values are meaningless, and are not reported. To summarize the direct NN estimation results, jumps have played little or no role during the sample period, volatility is lower and less persistent than during the 2008-2011 period, and the leverage effect has lessened in magnitude.

Attempting to perform minimization-based indirect inference estimation using the NN estimate as the new statistic is unsuccessful. Gradient-based methods either do not converge, or converge to a local minimum, as the point of convergence changes when different start values are used. Even a global, derivative free optimization method, simulated annealing, is unable to find a parameter value which yields a criterion value of zero, which, according to theory, must result at the true minimizing value. The computational difficulties discussed in Section 2 manifest themselves when attempting to compute the indirect inference estimator. Recall that this was not the case when estimating the DSGE model, in the previous section. The jump-diffusion model generates data with discontinuities, when jumps occur, and the auxiliary statistics used also involve indicator functions. These features result in a non-convex objective function. As such, we turn to quasi-Bayesian methods, in the form of the ABC estimator. The methods used for ABC estimation involve adaptive importance sampling, local linear
nonparametric regression, and local constant nonparametric quantile regression, in order to compute confidence intervals. Because these methods are somewhat complex, the interested reader is referred to Creel et al. \cite{7}, which describes the methods, and to the relevant portion of code archive which accompanies this paper, at CTSV/AIS, for full details.

Table 3 column 3 presents the ABC point estimates, which are the estimates of the posterior mean $E(\theta|\hat{\theta}(Z_n) = \hat{\theta}(z_n))$, where $\hat{\theta}(z)$ is the output of the trained net when given the input $z$, and $z_n$ is the sample realization of the 56 element vector of statistics. We can see that the ABC point estimates differ little from the direct NN estimates, which perhaps supports the idea that the direct NN estimates are reliable as a point estimate. That is to say, the ABC estimates do not seem to be correcting any serious bias of the direct NN estimator. The advantage of using ABC methods is that we can compute theoretically justified confidence intervals, which have been found in previous work (see Creel et al. \cite{7}) to have quite accurate coverage. The bounds of 90% confidence intervals are given in the fourth column of the table. We note that the two drift parameters, $\mu_0$ and $\mu_1$, are not significantly different from zero at the 10% level. The mean of log volatility, $\alpha$, has a somewhat broad confidence interval, but the prior for this parameter is the $U(-3, 3)$ distribution, so the sample and the estimation method have together brought about a considerable reduction of uncertainty, relative to the prior. The mean reversion parameter, $\kappa$, the volatility of volatility parameter, $\sigma$, and the leverage parameter, $\rho$, are all estimated with quite narrow confidence interval bounds, considering that the sample size is only $n = 349$ observations.

<table>
<thead>
<tr>
<th>Param.</th>
<th>NN</th>
<th>ABC</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_0$</td>
<td>-0.055</td>
<td>-0.084</td>
<td>(-0.100, 0.012)</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>0.041</td>
<td>0.038</td>
<td>(-0.002, 0.079)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.268</td>
<td>0.285</td>
<td>(0.047, 0.489)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.291</td>
<td>0.294</td>
<td>(0.247, 0.349)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.779</td>
<td>0.768</td>
<td>(0.686, 0.816)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.577</td>
<td>-0.593</td>
<td>(-0.680, -0.514)</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>-0.014</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper has modified the proposal of Jiang et al. \cite{19} in a small but important way: instead of using the full sample as an input to a neural net, a vector of statistics is used instead. This allows specification of a much smaller net, at least in terms of the number of neurons in the first hidden layer. When a statistic is used, the size of the net is fixed, as the sample grows, a feature which does not hold when the full sample is used as the input. We have seen that neural nets which target the limited
information posterior mean can give very accurate predictions. For the DSGE example, the results for the direct estimator $\hat{\theta}(z_n)$ obtained here are comparable with those of Creel et al. [7], and can be obtained in much less time, and with much less attention to details such as selecting statistics and tuning bandwidths, a fact which is likely to improve the robustness of research conclusions. One can then go on to apply classical indirect inference methods based on $\hat{\theta}(z_n)$, as in eqn. [3] to obtain an estimator which has known asymptotic properties, and which may be used for hypothesis tests. For the MA(2) model, predictions using a net that operates on a statistic are much more accurate than those obtained by Jiang et al. [19], when the full sample is the input. The continuous time jump-diffusion example illustrates application of the methods to real data. For this sort of model, the fact that the direct neural net estimator $\hat{\theta}(z_n)$ may be computed in extremely little time, given a pre-trained net, may be of special interest, as analysis of financial data may put a premium on timeliness of results. This example presents a case where minimization-based indirect inference fails, yet approximate Bayesian computing methods perform satisfactorily. In either case, the output of the net provides an informative statistic upon which classical or Bayesian indirect inference may be based.

The size of the nets required to achieve the results are fairly modest, in comparison to nets used in deep learning applications, and the nets can be trained in little time using freely available software that accesses state of the art computational resources. The script in Listing 1 and the rest of the accompanying code archive provide examples of the methods may be implemented, and these materials can easily be adapted to other estimation problems.

Topics for future work include exploring the possibility of performing statistical inference the direct output of a trained net. The direct estimator, $\hat{\theta}(z_n)$, is obtained from a closed form expression, so it is very fast to compute. In contrast, classical indirect inference requires iterative minimization, which may fail. Bayesian indirect inference (ABC) requires some tuning decisions, and both II and ABC may be time consuming. The tuning decisions required to use the proposed neural net estimator, such as the number of neurons to use in a layer, or the number of layers, are simple questions, and may be resolved automatically through machine learning methods. It would convenient if reliable methods of inference could be developed for the direct estimator. Bootstrapping or related methods may be a promising possibility. Another direction for work might be to seek means of providing informative statistics as inputs in a systematic, more automatic way. Simulable models are specified in great detail, which allows for detailed analysis, through which an econometrician may be able to propose informative statistics. Nevertheless, this process depends in part on the econometrician. One of the goals of Jiang et al. [19] is to provide an ABC estimator with an automatically selected statistic. They do this by providing the neural net with the entire sample as the input. This removes the subjectivity associated with forming a candidate set of statistics, but it is probably too extreme a solution, because even a large neural net is not able to learn the posterior mean well enough to compensate for the less structured information that the net takes as its input. If an intermediate solution were available
that could find informative statistics in an automatic manner, perhaps using statistics
derived from the characteristic function, as in Carrasco et al. [5], then the limited
information posterior mean, being based on informative statistics, would be almost as
accurate a point estimator as the full information posterior mean. It could be accurately
learned using a moderately sized net, has has been illustrated in this paper. Finally,
it would achieve these benefits in a way that eliminates or reduces the need for art or
intuition on the part of the econometrician.
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Appendix

Listing 1
300_40.jl MXNet input file for the DSGE model.

```python
# This script trains and saves the 300-40 MLP for the DSGE example
using MXNet
# size of layers
layer1 = 300
layer2 = 40
outputs = 9
include("dataprep.jl") # load training and testing data
# set up data providers
batchsize = 2048 # can adjust this later, but must be defined now for next line
trainprovider = mx.ArrayDataProvider(:data => X, batch_size=batchsize,
    shuffle=false, :label => Y)
evalprovider = mx.ArrayDataProvider(:data => XT, batch_size=batchsize,
    shuffle=false, :label => YT)
# set up 2 layer MLP with 2 outputs
data = mx.Variable(:data)
label = mx.Variable(:label)
net = @mx.chain mx.FullyConnected(data = data, num_hidden=layer1) =>
    mx.Activation(act_type=:relu) =>
    mx.FullyConnected(num_hidden=layer2) =>
    mx.Activation(act_type=:relu) =>
    mx.FullyConnected(num_hidden=outputs)
# squared error loss is appropriate for regression, don't change
cost = mx.LinearRegressionOutput(data = net, label=label)
# final model definition, don't change, except if using gpu
model = mx.FeedForward(cost, context=mx.cpu())
# set up the optimizer: select one, explore parameters, if desired
# optimizer = mx.SGD(lr=0.01, momentum=0.9, weight_decay=0.00001)
optimizer = mx.ADAM()
# train, reporting loss for training and evaluation sets
# initial training with small batch size, to get to a good neighborhood
batchsize = 256
mx.fit(model, optimizer, initializer=mx.NormalInitializer(0.0,0.05),
    eval_metric=mx.MSE(), trainprovider, eval_data=evalprovider, n_epoch = 100)
# more training with larger sample, saving the final fitted model
batchsize = 2048
mx.fit(model, optimizer, eval_metric=mx.MSE(), trainprovider, eval_data=evalprovider, n_epoch = 20, callbacks=[mx.do_checkpoint("dsge30040",
    frequency=20, save_epoch_0=false)])
```
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